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Abstract 

 

Deterministic algorithm such as Gauss Newton and Levenberg - Marquadt are still 

well established practice for obtaining optimal estimates in nonlinear regression. 

These methods however, have certain pitfalls of multiple local optimal, non-

invertibility, differentiability that results to misleading estimates. Under these 

circumstances, this study is aimed at using optimization techniques in obtaining 

optimal estimates of complex nonlinear regression model. We investigated the 

effectiveness and simplicity of particle swarm optimization and genetic algorithm on 

five (5) test-bed problems obtained from the National Institute of Standards and 

Technology (NIST) website. R codes were developed for each model. Each algorithm 

was tried ten (10) times for each model for at least 100 iterations. The results 

obtained were displayed on tables and graphs. Particle Swarm Optimization and 

Genetic Algorithms proved to be efficient, robust and can be considered reliable in 

obtaining the parameter estimates for Nonlinear Regression Model. 
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1. INTRODUCTION 

In statistical modelling, regression analysis is a set of statistical processes for estimating the relationships among variables. 

It includes many techniques for modeling and analyzing several variables, when the focus is on the relationship between a 

dependent variable and one or more independent variables. More specifically, regression analysis helps one to understand 

how the typical value of the dependent variable changes when anyone of the independent variables varies, while the other 

independent variables are held fixed. Regression analysis is performed so as to determine the correlations between two or 

more variables having cause-effect relations, and to make predictions for the topic by using the relation. The regression 

using a single independent variable is called univariate regression analysis while the analysis using more than one 

independent variable is called multiple or multivariate regression analysis. Genetic algorithm (G.As) using 𝛼-level 

estimation method are promising approach to evaluate the parameter estimation in non-linear regression model. Generally, 

a regression model can be expressed as: 

𝑌𝑖= F (𝑋𝑖  𝛽) + 𝜖𝑖  

where  𝑌𝑖 is a response variable, 𝑋𝑖  is a vector of explanatory variables, 𝛽 is a vector of unknown parameters, 𝜖𝑖 is the 

residual error term. 

The fuzzy aspect also exists in literature see, [1], [2] and [3]. 

In recent past, lots of stochastic algorithm have been developed to provide reliable solutions to Nonlinear Regression 

Models. Numerous researchers, has devoted sufficiently enough article and journals to the study and analysis of parameter 

estimation of the Nonlinear Regression Model. Genetic Algorithm (GA) are a type of optimization algorithm commonly 

used to solve optimum experimental problems that are characterized by mixed continuous discrete variables, discontinuous 

and non-convex design.  

The use of standard nonlinear techniques for this type of problems will be inefficient and computationally expensive. These 

algorithms are well suited for solving such problems, and in most cases they can find the global optimum solution with a 

high probability without no extra information about the given problem [4]. In GAs, pool or a population of possible 

solutions to the given problem are produced at a generation. These generations then undergo recombination and mutation  
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(like in natural genetics), producing new children, and the process is repeated over various generations. Each individual 

(single solution) is assigned a fitness value (based on its objective function value) and the “fitter” individuals are given a 

higher chance to mate and yield more “fitter” individuals. This is in line with Darwinian theory of “Survival of the Fittest”. 

The basic components common to all forms of genetic algorithms are: 

i. a fitness function for optimization 

ii. a population of chromosomes 

iii. selection of which chromosomes will reproduce 

iv. crossover to produce next generation of chromosomes 

v. random mutation of chromosomes in new generation 

The fitness function is the function that the algorithm is trying to optimize. It is one of the most pivotal parts of the 

algorithm. The term chromosomes refers to a numerical value or values that represent a candidate’s solution to the problem 

that the genetic algorithm is trying to solve. Als0 [5] emphasized that Nonlinear Regression based prediction has already 

been successfully implemented in various areas of scientific research and technology. It is mostly used for functional 

estimation or solutions that enable modeling of a dependence between two variables.  

In their study, [6] showed that the Particle swarm optimization and Genetic algorithm produces the same effectiveness. 

They used Griewangks Function as input test function to compare Particle Swarm Optimization and Genetic algorithm in 

order to obtain best optimized value. A statistical test was conducted to investigate their efficiency alongside a statistical 

hypothesis. 

Equally, [7] in their works discussed that optimization methods known as meta-heuristics can offer robust methods of 

finding a solution, and increases the likelihood of converging onto a solution at the global optimum. They stated implicitly 

that these methods are capable of engaging with numerically noisy optimization problem that can be difficult for gradient 

based methods. 

 

2. The basic formulation of the Genetic Algorithm  

The multiple linear regression model is formulated as follows: 

𝑌𝑖  = 𝛽0  +  𝛽𝑝   𝑋𝑖𝑝 + 𝜖𝑖 , 𝑖 = 1, … , 𝑛. 

The least squares estimator for the model is   

𝛽̂ = (𝑋𝑇𝑋)-1𝑋𝑇𝑌 

where  

𝑋 =  (𝑋1
𝑇 , … , 𝑋𝑛

𝑇)T and  𝑌 =  (𝑦1, … , 𝑦𝑛). 

The Ordinary Least Squares (OLS) is a technique used to estimate the parameters of the linear regression model. It is noted 

at this point, the two ways in establishing the OLS regression model: 

𝑌̂𝑖 = 𝛽̂0 + 𝛽̂1 𝑥𝑖1+ 𝛽̂2 𝑥𝑖2 +… + 𝛽̂𝑝𝑥𝑖𝑝   = 𝑥𝑖
𝑇𝛽̂ , 𝑖 = 1,2, … , 𝑛                          (1) 

Firstly, 

∑ = 1𝑛
𝑖=1 𝑒𝑖  = ∑ (𝑦𝑖

𝑛
𝑖=1  - 𝑦̂1) = 0 

where  

𝑒𝑖  = 𝑦𝑖  - 𝑦̂𝑖     is called the ith residual 

Secondly,  

𝑒̂𝑇𝑒̂ =  ∑ 𝑒𝑖
2 =  ∑ (𝑦𝑖 − 𝑥𝑖

𝑇𝛽̂ )2𝑛
𝑖=1

𝑛
𝑖=1       (2) 

 =  ∑ (𝑦𝑖 − 𝑥𝑖
𝑇𝛽̂ )2𝑛

𝑖=1  ; 

which can be written in matrix form as; 

 (𝑌 − 𝑋𝛽̂)𝑇(𝑌 − 𝑋𝛽̂)  = 𝑌𝑇Y –  2𝑌𝑇  𝑋𝛽̂ +  𝛽̂𝑇𝑋𝑇𝑋𝛽̂  

Note that 𝑌𝑇 𝑋𝛽̂ =  𝛽̂𝑇𝑋𝑇𝑌  since they are both scalars. To find 𝛽̂ = (𝛽̂0 , 𝛽̂1 ,…,𝛽̂𝑝)T that  minimizes (𝑒̂𝑇𝑒̂), we take the 

partial derivatives of (𝑒̂𝑇𝑒̂) with respect to 𝛽̂ and equate it to zero to obtain 𝛽̂ = (𝛽̂0 , 𝛽̂1 ,…,𝛽̂𝑝)T          

Here, 
𝜕𝑒̂𝑇𝑒̂

𝜕𝛽̂
 = 0 − 2𝑋𝑇𝑌 + 2𝑋𝑇𝑋𝐵       (3) 

Finally, 

 𝛽̂𝑂𝐿𝑆 = (𝑋𝑇𝑋)−1𝑋𝑇𝑌 

The general form of Nonlinear Regression Models can be written as: 

𝑌 = 𝑓(𝑋, 𝜃)+𝜀 
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where Y is the dependent variable, X is an (nx1) vector of independent variables, 𝜃 is a (kx1) (nonlinear) parameter vector, 

and 𝜀 is a random error. 

One of the Nonlinear Regression models widely used in empirical studies is Power Regression model. A regression model 

of this type containing a single independent variable can be written as follows: 

𝑌𝑖=𝜃0exp(𝜃1 ∗ 𝑋𝑖) + 𝜀𝑖 

where 𝑌𝑖is the dependent variable, 𝑋𝑖is the independent variable, 𝜀𝑖is a stochastic error term, and 𝜃0    and 𝜃1are the 

parameters of the model. 

Wald Statistics 

The Wald statistics is a parametrical test named after the Transylvanian statistician, Abraham Wald with a great variety of 

uses. Whenever a relationship within or between data can be expressed as a statistical model with parameters to be 

estimated from a sample, this test can be used to test the true value of the parameter based on the sample estimate Wald is 

used to test the  significance of each variable and it is simply the Z statistics 

Wald   =              (4)   

If it is a categorical variable, the Wald statistic is computed.  The Wald statistic is 

Wald =          (5)                                

         

If it is a categorical variable, the Wald statistics is Chi-square with degree of freedom equal to the number of parameters 

estimated. 

Test for the Odds Ratio in Logistics Regression with Wald Test   
In a test, where we can have two binary covariate (X & Z) in the Logistics Regression model, Wald Statistics is used in 

testing their significance where  

Y=Response Variable (First binary covariate) 

X=Exposure Variable (Second binary covariate) 

Z=Confounder Variable. 

The probability of a binary event 
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where P0 = baseline probability 

P0      (8) 

 Power Analysis on Wald Test  

The significance of the slope  is commonly tested with the Wald test 

Z = 

1

2




         (9) 

Therefore, the power for the two sided Wald test given by [8] is 
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where Z is the usual quantile of the standard normal distribution 

  is calculated by taking  

Px as the probability that X = 1 in the sample 

Pz as the probability that Z = 1 in the sample regression 

Assuming that relationship between X and Z is a logistic regression 
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Pr(X=1/z) =       (11)  

where value is obtained from 

Exp( ) =      (12)    

With Q=Px (1+exp( )) + Pz (1-exp( ))-1. The Information Matrix for this model 

 

I= L+F+J+H  F+H  J+H f       (13) 

 F+H          F+H    H 

 J+H           H         J+H 

where 

L = 
   
     21oo

oz

exp1  exp1

 exp P1




      (14) 

H = 
 
     21oo

o21oz

exp1  exp1

8 exp P




        (15) 

F =          (16) 

J =        (17)    

The value of V is the (2,2) element of the  inverse of  I  and the value of the regression co-efficient  are input as  and the 

following odd ratio as follows 

 Oryx = exp(β1) 

ORyz = exp(β2) 

ORxz = exp( ). 

 

Computation of the Genetic Algorithms 
The computational procedure involved in maximizing the fitness function F(x1, x2, x3, · · ·, xn) in the genetic algorithm can 

be described by the following steps. 

i. Choose a suitable string length l = nq to represent the n design variables of the design vector X. Assume suitable 

values for the following parameters: population size m, crossover probability pc, mutation probability pm, 

permissible value of standard deviation of fitness values of the population (sf) max to use as a convergence criterion, 

and maximum number of generations (imax) to be used an a second convergence criterion. 

ii. Generate a random population of size m, each consisting of a string of length l = nq. Evaluate the fitness values Fi, i 

= 1, 2, · · · , m, of the m strings. 

iii. Carry out the reproduction process. 

iv. Carry out the crossover operation using the crossover probability pc. 

v. Carry out the mutation operation using the mutation probability pm to find the new generation of m strings. 

vi. Evaluate the fitness values Fi, i = 1, 2, · · · , m, of the m strings of the new population. Find the standard deviation of 

the m fitness values. 

vii. Test for the convergence of the algorithm or process. If (sf)max, the convergence criterion is satisfied and hence the 

process may be stopped. Otherwise, go to step viii. 

viii. Test for the generation number. If imax, the computations have been performed for the maximum permissible 

number of generations and hence the process may be stopped. Otherwise, set the generation number as i = i + 1 and 

go to step iii. 
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3. ANALYSIS OF RESULTS 

 

 

 
Figure 1: The Residual Sum of Squares behavior of the GA approach for Dan Wood model 

 
Figure 2: The residual plot. 
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Figure 3: The genetic residual plot. 

 

4. Conclusion 

In this paper, the results obtained were displayed on tables and graphs. Particle swarm optimization and Genetic Algorithm 

proved to be efficient and can be considered reliable in obtaining the parameter estimates for Nonlinear Regression Model. 
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