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Abstract

In this work, the Functional Differential SystemsfaSobolev Type in Banach
Spaces of a particular form is presented for thevastigation of Existence of an
Optimal Controlin such asystem.The solution of tleystem is given by an Integral
Equation

We state the following very important concepts thptovide criteria for
determining the optimal control for the system -aghable set, attainable set, target
set and controllability grammian. Optimal control rpblem is stated and proved.
Necessary and Sufficient Conditions for the existenof an optimal control of the
system are established respectively.
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1.0 Introduction
The problem of controllability of linear and nomdiar systems represented by ordinary differeniatesns in finite
dimensional spaces has been extensively studiegr&eResearchers [1-4] have extended the condepomtrollability of
linear and non linear systems represented by andtfifferential systems in finite dimensional spsite infinite dimensional
systems in Banach Spaces with bounded operataggidmi [5] established sufficient conditions fayrdrollability of linear
and nonlinear systems in Banach spaces.
Balachandran, and co-workers [6,7] have studied @untrollability and Local Null controllability ofNonlinear
Integrodifferential Systems and Functional DiffaiahSystems in Banach Spaces and establishedh@atontrollability
problems in Banach Spaces can be converted intofoadéxed-point problem for a single — valued étian.
The purpose of this paper is to investigate theterce ofOptimal Control of Functional Differential Systems of Sobolev
type in BanachSpace$i.e,theSobolev type partial functional differehtisystems in Banach Spaces). The equation
considered here serves as an abstract formulafi@obolev type partial functional differential edgioas which arise in
many physical phenomena [8-10].
Consider a nonlinear partial functional differehtigstem of the form.

(Tx(®))"'+ Ax(t) = Bu(t) + f(t,x,), t>0 (1.1)

x(@®)= ¢ (), -s<t<0

where the state x(.) takes values in a Banach samed the control function u(.) is given in a Bahaspace Rand the
control function u(.) is given in Lebesque Space sifuare integrable (equivalent class of) functicinem
J = [to, t ]to R™ will be denoted L,(J,R™).

L1([ty, t,], R™) denotes the space of integrable functions from J = [ty t;] to R™

The control function u(.)is given in L,(J, U), the Banach space of admissible control
functions with U a Banach space. B is a bounded linear operator from U into Y,
a Banach space.The nonlinear operator f: JxC — Y is continuous.
Here ] = [t,, t;]and for a continuous function x: J* = [—h,t;] » X is
the element of C = C ([—h,0]: X)defined by x.(s) = x(t+s),h < s < 0.
The domain D(G) of G becomes a Banach space with norm.
lIxllo@) = 11GxIly,xe D(G) and C(G) = C([~h,0]: D(G).
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2.0 Preliminaries
Definition 2.1

The Sobolev spaces are special subspaceg (@) spaces (Lp-spaces over the open subspace of Rhich differential

operators are continuous which makes the studwuigb differential equations in such spaces coram@n
The set of functions feLp(2)such that f and its partial derivatives of order one,
namely : 81f, 62f, 83f, ..., 6,fe Lp (Q), is a vector space for 1 < p < oo,

Definition2.2: We denote Sobolev space of order 1,p by w 17 (Q).

The vector space w 'P(Q) given by

wl?(Q) = {f:f,8:f, 82f, 85f,... , 8,.feLp (Q)} ,is a Sobolev space of order 1,p.
Definition 2.3:(Norms on Sobolev of order 1, p).

For fewl?(Q)and1 < P < oo,we define

10, = [ |[ 1+ D 101 ax
Q I=1
n l/p
- (11,7 + Y a1, a3

I=1
1711, = max(ll £ Il I82f oo 825 | - N6 f Nl 0) (14
It follows from (1.3) and (1.4) that  ¥(Q) is a normed vector space, and
Wl = [Ifllp + ||51f||p +6f N, -+ N8t (1.5)
is equivalent norm on W (Q).
Definition 2.4:(Sobolev Space of order m,p givenyow™P (Q).
By SobolevSpace of order m,p,where m > 0 is an integer and 1 < p < oo,
we mean the vector space W™P(Q). suchthat
WP (Q) = {f:feL,(Q) : Dy*f,8%f € L,(Q)}
Where f is a set of functions in L,(Q),and 6%f is generalized partial derivative of
f of order |a|,0 < |a| < m, Dy%f are the distributional or weak derivatives.
The associated norms are

1/P

p

1y = D IFIL ) 1sp<e

os|alsm

1Ny = o max 171,

os<|a|sm

Proposition 2.1
The dif ferential operator §%: W™P(Q) — L,(Q) is continuous.
Proof
Let f e W™P(Q), 5% is linear and bounded, since
1/p l/p
loorl, = [16crpax) <( > [werrax) = lsl,,
Q oslalsm @

Therefore, 8%, |a| < mis continuous on W™P(Q) .
Definition 2.5: (Distributional derivative or weak derivative)

The concept of distributional (weak) derivative lh@en used in physics before Schwartz gave theemmstical structure of
these concepts. There are several ways to gereetakzidea of usual derivatives. The definitiondaftributional (weak)

derivative given by Schwartz came from the follogvsimple idea.
Let f: R— R be a real-valued differentiable function antie any function in
Co’(R) = { : Ye C(D)and suppp cc 0},
where supp Y cc ) means Y has compact support in Q.
Since Y has compact support,we can choose some open interval(a, b)
where — oo < a < oo such that ¥ < (a,b).. Then
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Fig 1
f f'Pdx =f f' )P (x)dx
R R

b b
= WOIFEOL" — [ W ereodx

b
= (b) £ (b) — ¥ ()f (a) — f W GOFGOdx
= - fablll'(x)f(x)dx , since Y (a)= ¢ (b) =0.

SO,J- flydx = —f f(x) P’ (x)dx Orf f'Pdx = —f f(x) P'dx.
R R R R

Similarly, if f has higher derivatives, then we kav

1) fR f'ydx = (=) fR fy"dx ,v YeD(R).
(2) if fe Cl*(),then using integration by parts method, we have the following

f D“fq;dx=(—1)l°‘|f fD*pdx ,V P eD(Q).
Q Q

Definition 2.5: (The Distributional Derivative) (or the weak dediive).
Let f, ge L1(Q). Then g is called Bistributional derivative or weak derivative of f of ordera, denoted by 5 f if

f gdx = (—1)'“'[ fD*Pdx , Ve D(Q).
Q Q
i.e. iff
D&‘/f: ¢ and f gPdx = (—1)ld f fD“/"Vqux.

Theorem 2.1
W ™P () is a Banach space.
Proof
Let {U,}be a Cauchy sequence in W™P(02)then from the norm given above, we have
that each sequence {D*U,} is a Cauchy sequence in L,(2) forall 1< |a| <m.
Since L, () is a Banach space, so there exists the limit of each of these Cauchy sequences.
That is to say that there exist functions u and u,'s in L,(22) such that
U, » uand D*U, - Uy in Ly(2).
For any ¥y € D(2), we have

ITun (W) = Ty (P SL [Un(x) = u ([ (x)]dx

< ||Un— u || |I¥|lq (by holder’s inequality).
Where q is the conjugate of P, defined as
1 1
E+a =1Lif 1<p<ownqg=1ifp =owandq = o,ifp = 1.
Since U, — u,so we have

TU,(Y) = Tu(@) forally eD (2)

TD*U, — Tu,(¥),V YeD(2)

Similarly,
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TU,() = lim TD*U,, = lim (=1)!*TU, (DY) = (-D)“TU (D).
By definition of distributional (weak)derivative,we have U, = D*U,
for| <|a| <m.
So ueW™P(2)and we have 1111_r)r010 lu. — Ul mp =0
Hence ,W ™P () is complete and hence a Banach space.
Definition 2.6
The system (1.1)is said to be controllable on the interval | = [t,, t;]
if for every continuous initial function ¢ defined on [—h, 0] and every x; eX
there exists a control u e L,(J,U) - square integrable functions with unlimited control

such that the solution x(.) of system (1.1) satisfies x(t;) = x;.

The solution of the system (1.1)is given by the integral equation

(see Krishnan Balachandram and Jerald P. Dauer [1].

t

x(t) = GTIT(t)G ¢ (0) + f GIT (t — s)f (s,x5)ds

0
+ f G™T (t — s)Bu (s)ds,t > 0 2.1
0

x(t) = ¢(b), -h<t<0
We state the following very important concepts {ratvide criteria for determining the optimal canttfor the system (1.1).
Definition 2.7: (Reachable Set)
Consider the system (1.1) given as
(Gx()) + Ax(t) = Bu(t) + f(t,x.),t>0 (1.2)
x(@) =¢@®) , s <t<0.
with all its basic assumptions.
Let the solution x(t) be given as

x(®) =G 1TM®G$(0) + ftG‘l T(t — s)f(s,x,)ds + ftG‘l T(t—s)Bu(s)ds, t>0
0 0

x()=¢@),-h <t <0
where G is a fundamental matrix.
We define the reachable set of system (1.1) as
R(ty, t,) = {fotG_1 T(t — s)Bu(s)ds:ueUand [U| < 1, t > 0}
Where U is the set of constraint admissible controls.

Definition 2.8 (Attainable set)

Attainable set is the set of all possible soludiofi a given control system. In the case of theéesysin the case of
the system (1.1), for instance, it is given as

A(ty,ty) = {x(t) = G IT()GH(0) + fth_lT (t —s) f(s, x)f(s, xs)ds}

T
+{ G T(t — s)B(s)u(s)ds: ueUand |U| < 1.}
0

Definition 2.9 (Target set)
The target set for the system (1.1) denoted by G(t,, ty) is given as
G(ty, tg) = {x(ty, xo,u):ty > T >ty for fixed time T and ueU }
where U = {uel ,(ty, t,], X™): |Uj| <1, j=12.,m}
Definition 2.10: (Controllability Grammian Or Map)

The controllability grammian for the system (1.4 given as
4

W(ty, to) = f z(t,s)z" (t,s)ds,
0
where z(t,s) = G T (t — s)B(t) and T denotes matrix transpose.

Definition 2.11: (Properness)
The system (1.1)is proper in X on interval ] = [—1],if spam R (t;,t,) = X
and if
CT[GT(t—-s)B(t)]= 0a.e,t; > 0 = C = 0,CeX.
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3.0  Main Results
The optimal control problem can best be undersiaaihe context of a game of pursuit [9, 10]. Thepbasis here is the
search for a control energy that can steer the sththe system of interest to the target set (ilsign be a moving point
function or a compact set function) in minimum tirire other words, the optimal control problem istst as follows:
If tr = infimum {t A(t1,0) NG (t1,0) * ¢f0r te [t(), t1],t1 > to = 0},

Then there exists an admissible contrtdU such that the solution of the system of interesh wiis admissible contrel*is
steered to the target. The theorem that followsithtes this ascertain.
Theorem 3.1 (Necessary Conditions).

Consider the system (1.1) as a dif ferent game of pursuit

(Gx(t)) + Ax(t) = Bu(t) + f (t,x),t>0 (1.1)

xt) = @),—-s<t<0
with its basic assumptions.
Suppose A(tq,0)and G(t1,0)are compact set functions then there exists an admissible
control u € U such that the state of the weapon for the pursuit of the target satisfies
the system (1.1)if and only if
A(t1,0) N G(t1,0) # ¢.

Proof

Let {u,} be a sequence in U. Since the constraint control set U is compact (closed and

convex), then the sequence {u,} has a limit u, as n tends to infinite that is,
lim, o u, =u
Suppose the state z(t)of the weapon for pursuit of the target satisfies the
system (1.1)on the time interval [ty, t,], then z(t)e G([ty, ty]), for t € [ty, t1].
We need to show that there exists a solution x(t,u)(state)of the system suchthat
x(t,u)e A(ty, to)for t € [ty, ty] and that z(t) = x(t,u) for some uel.
Now, x (t1,xq,u™) € A(ty,ty) , and from

x (t,x0,u™) = G~1(t)GP(0) ftG_lT (t —s)f(s,x5)ds
0

t
+f G~ T (t —s)Bu™(s)ds, t >0 3.1)
0
Taking limit on both sides of (3.1), we have

limitx (¢, xo, u™) = G~1(t)G ¢p(0) ftG‘lT (t —s)f(s,x5)ds

n-oo
t
+f G T (t — s)B(s) lim u™(s)ds,t > 0
0 n-oo

Since A(ty, ty) is compact and lim x (t,xq, u™) = x (t, Xy, U).
X—00

Thus, there exists a control ueU such that x(ty,xy, 1) = z(ty),for t; > 0.
Since z(t,) € G(t4, ty) and also, is in A(ty, ty), it follows that
A(ty, to)NG (1, to) # ¢ forte[(to, t1)]-
Conversely,
Suppose that the intersection condition holds, that is A(ty,ty) N G(ty,ty) * @,
t € [ty, t,], then Z(t)e A (t,, to)such that Z(t)e G(tq, to).
This implies that Z(t) = x (t, xy,u). and hence establishes that the state of the
weapon at pursuit of the target satisfies the system (1.1).this completes the proof.
Remark 3.1
The above stated and proved theorem in other wsiedss that in any game of pursuit described hynational differential
systems of Sobolev type in Banach Spaces, it iaydwossible to obtain the control energy functmateer the system state
to the target in finite time. The next theorem tisgerefore, a consequence of this understandingpaoddes sufficient
conditions for the existence of the control funatibat is capable of steering the state of theegy4fl.1) to the target set in
minimum time.
Theorem 3.2 (sufficient conditions)
Consider the system (1.1), that is
(G x(t)) + Ax(t) = Bu(t) + f(t,x;),t >0 (1.1)
x(t) = ), —s <t< 0.
with its basic assumptions.
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