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Abstract

Educational Information is the pre-processed daté profile and characters in
any institution of learning. The volume of such datdepends on the level of learning
in the institution. As a result, in several institions of higher learning, the massive
information hosted bulges out of their database atitreby making it very difficult to
establish presence of common consistent interestpagterns needed for decision
making. In this paper, k-Nearest Neighborhood (k-NNlassifier is adopted for
predicting academic performance of students in héghinstitution. Case study of
returning students in department of computer sciendJniversity of Lagos, Nigeria is
observed. Experimental result shows the classifiean predict performance of
students who can be distinctive, hapless or intedia¢e in their studies.

Keywords: Education, Data Mining, Data Classification, Prégi&E Model, Nearest Neighborhood, Performance
Prediction

Categories and Subject Descriptors

H.1.2 User/Machine Systemp Human information processing;H.2.Bdtabase Applications] Data miningl.5.2
[Design Methodology: Design and Evaluationl.6.5[mulation Theory]: Model classification

General Terms Experimentation, Human Factors, and Performance.

1.0 Introduction

Educational information is the pre-processed datauicurrent or prospective students of acadenstitines at any level.
This information has shown to exhibit hidden knadge that can be used to predict performance ofestuith different
educational level. Prediction of students' sucésssrucial for higher institutions because an otijecof teaching is an
ability to develop and produce self sufficient snts who can improve to meet up with academic @agiens. As observed
in [1], one of the several issues faced in académsiitution today is predicting the success oflefus in an institution. This
educational information can be if great importanceadmission system of any institution and for plaent of faculty
programmes. For instance, if stakeholders in adamiss/stem of an academic institution are awargtudents that are likely
to perform better if enrolled in a particular pragime or students that will need assistance in cmeaomplete their
programme, then end products of the institutionliwady to be excellent in their studies and aslwbley will be of great
influence for the community at large.

Research efforts of pervious times have proved aténg as veritable technique that can be appbestudy available data
in educational field to bring out hidden knowled@. Such knowledge can strengthen actors of académstitutes to
identify weak students and help them to improvér therformance in their course assessments [3]. \@neto address these
challenges is data analysis, discovery and pres@mtaa viable tool termed data mining. Knowledgecdvery enables
organizations to use their current reporting cajiis to uncover and understand hidden patternsasi databases. These
patterns are then built into data mining modelstangredict individual behavior with good accurddy

Data mining is a computational process used taekimplicit and interesting samples, trends arfidrimation from data in
order to predict unknown formal outcomes as udafolwledge. Data mining techniques are used to ¢peralarge amount
of data to discover hidden patterns and relatiggsshielpful in decision making. These techniquestmamnf great assistant
for primary stakeholders of any academic institutias both students and teachers needs to understack, and improve
teaching and learning performance in the environmBEme technique helps stakeholder in academidistover and master
new relationships and dependencies of featuredunational phenomenon [5].
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The rate of poor students in tertiary institutiasfsdeveloping countries had being on an increasgraater number of
candidates enroll into the institutions. Techniqtesassess performance have generally relied ojecdive evaluations
which are, often, carried out by same person resptnfor teaching the students. These subjectatevgays had in no way
assisted institutions of higher learning becausioés not offer a way to filter inferior studentsthe institutions; thereby
students produce woeful results [6]. If such insiiins know in advance the weak students thahise that are likely to fail,
they will take the necessary actions to determindents that will be of best performance beforeiptathem on admission
or faculty programmes. Also preventive measures iliicreasing study hours per week can be adoptedpmve the weak
students.

The academic performance of students in educatitds depends on diverse physiological and pshgalical factors such
that the success or failure of a student can bel@termined. The ability to predict success cancbgbe deemed as a very
important method of improving end products in ediocel environments. In [7], learning behavior dtidents were
analyzed to predict their final results, and tolioye students who were at risk of failing theirafiexams.

Different mining techniques can be applied in edocasystems like clustering, classification, aeitldetection, association
rule mining and sequential pattern mining [8]. Wittese techniques, large amount of records andniafiion can be
traversed to discover interestingness that willsass making optimal decision [9]. Some tasks nbWwledge discovery are
to find important pattern, regularity, and relasaip or association, between attributes of educatidependences. Many
information-theoretic measures have been propoaseé@pplied to quantify the importance of attribuaes relationships that
features amongst them. Beyond these, other frelyueised techniques include Genetic Optimization,ritda Basket
Analysis, Neural and Kohonen Networks, Link Anadysifime Sequence, and Text Mining algorithms [18gnetic
optimization and neural networks are artificialelligence techniques that provide human supportwairying fields.
Artificial Intelligence is a coding method applied machines to enhance decision making from compbeprecise
information that requires human experts. In thetlae decades, researches in this field have imgagerformance of many
service systems [11]. This paper presents a k-Meakeighborhood (k-NN) model for predicting academerformance of
students in institution of higher learning.

The remaining part of this paper is organized Wit#rature review presented in Section 2. A k-NMsslification model
designed to relate educational attributes for ptedj students’ performance is described in SecBiomhile the report of
experimental study and evaluation carried obseteetheasure system’s performance is presented itioGe¢. Finally,
conclusion and area of future research are higtdayn Section 6.

2.0 Literature Review

Data mining is a discovery and predictive technigugployed to determine the essential quality odtirehships that exits
between different attributes of an entity when ¢hare incomplete a priori expectations as to thieresof other entities. In
this section, an overview of mining techniques &émelr applications in performance prediction aresgnted. This section
reviews related works that are pertinent and premtito the subject domain.

2.1 Overview of Data Mining System

Data mining system employs several tasks and tqubkgritoward extracting useful knowledge from laageount of data.
Mugasqas et. al, 2014 emphasized taxonomy of sggthras on mining techniques [12] while Han et3dl] identified type
of data to be mined, kind of knowledge discoveradj type of application to be adapted as majoeraitfor selecting a
mining technique. In essence, these criteria didta type of technique that could be utilized.

Classification is a mining technique that focuggsrimation extraction as a way to describing imgottfeatures of a class.
Applications of this mining technique have beerniadd in fraud detection, target marketing, and iwelddiagnosis [13].
Data Classification can be viewed as a two-stegg®® which consists of learning phase and actaakification. In the
learning (training) phase, a general model is canstd to walk through to study patterns found labde in a sample dataset
to understand the relationships that exists amaigstiata. Information gained from inter-class arh-class relationships
can then be used in the second phase to labellassifg entities in test data. Accuracy of classifion models can be
evaluated on a certain test data as the amounstafrices that are correctly classified by the model

The use of data mining in educational field is lgedilopted to enhance humans’ understanding ofifgapmocess. This has
afforded human race to focus on identifying, extracand evaluating variables related to the leagrprocess of students
[14]. Although data mining has been found critit@l business intelligence and web search engindsitaruse in higher
education is still relatively new [15]. For instanaata mining techniques can be applied on studkmbgraphics combined
with other information to find some correlationspahle of predicting the students’ performance irirthacademic
engagements. Also, Ko¥ig in 2010 applied data classification to explore sheio-demographic variables of students from
an open polytechnic in New Zealand. The objectivéniexplore factors that impact study outcomeha Polytechnic[16].
Some factors identified as been important for sttglesuccess were used to develop typical proéfdgely successful and
unsuccessful students. This can enable collegesratitutions of higher learning to improve theinderstanding about
student capabilities.
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2.2 Common Techniques for Data Mining

Naive Bayes, Decision trees, Genetic algorithmd,deural Networks are few of several techniquethhae been proposed
and used for mining data in recent times. NaiveeBapopularly known as Bayesian Network and detisiges are common
classifiers applied in many works. For instanceinE& Mirza in 2012applied decision trees modelesirf Naive Bayes on
preoperative assessment data to predict studesrfgrpance in a summercourse[17]. Genetic algosthave been applied
to predict their students’ final grade [18]. Howeugeural network deems less suitable for datangipiurpose due to lack of
comprehensibility because such models are buililack-box mechanisms. Genetic Algorithm and NEUR#dtwork have
been hybridized in [19], and neural evolutionarggramming is proposed in [20]. Review of these apienal methods is
given herein.

2.2.1 Naive Bayes

Naive Bayes is a data mining classification techaithat applies Bayes’ theorem with strong indepand assumptions
between the features using simple probability. Thassifier is scalable in that it requires a numdfeparameters linear with
number of attributes in problem domain and maximiikelihood training only takes a linear time beoausvaluation
involves a closed-form expression rather than tpeagive iterative approximation as used by mangrattassifiers [21].

To classify an itemx; as an instance &f using Naive Bayes, the classification model comp@ posterior likelihood of;
as:

P(CIX) = P(C)) HP(xilCi) e et e e (1)

i=1
Where(; is a classifier label anel(C;|X) is the priori probability that an instanceXis tagged (labeled) i6;.
Naive Bayes is widely used for learning data retathips unlike other complex classification techess| [22]. Despite its
simplicity, computational efficiency and performanior real-life problems, results from decisioneti@e not that accurate
making its potential for probabilistic modeling upépited [23, 24].

2.2.2 Decision Trees

Decision tree is a support tool with tree-like miodsed in taking decisions and showing relativeseguences, chance of
event outcomes, resource costs, and utility. Thg@ach, commonly used in operation research heljdentify a strategy
most likely to reach a goal. In a flowchart-likedrstructure, the internal nodes denoted by relgtar@ge used to test values
of expressions on given attributes while leaf nadiesoted by ovals depict the class label an ecditybe categorized.
Decision trees can adopt classification or regogssiiee analyses. In the classification tree amglysedicted outcome is a
class to which data belongs while in regressiotlyaisaoutcome can be a real number. Most decisemdlgorithms such as
ID3, C4.5, and CART adopt top-bottom, and dividegpaer procedures to learn from training dataselt [PBese algorithms
starts by assuming an empty tree then split on best attribute, and hold on to recursion on eaelf Choosing the best
attribute upon which splitting is done is a grdaltenge. This could be addressed by quantifyiegptfedictive feature of an
attribute since outcome at current nodes dependthisnin CART, variance reduction is often empldyie cases with
continuous target variable [26].

Other recent algorithms include Chi-squared Autdendmteraction Detector which performs multi-leveplits when
computing classification trees [27], multivariaigagtive regression splines extends decision t@émmndle numerical data
better. The regression technique is a non-paramettension of linear models that automatically eisdinteractions
between variables. In general, there might be pilelindependent variables but their relationshiggpendent variable(s) is
unclear by manual analysis and neither is it vsitol plot. Hence, regression techniques are useadisttover non-linear
relationships in multiple variables.

Decision trees represent rules in format that eardsily read, understood and interpreted by uSses. time, decision trees
had been built with conditional inference. Condiibinferential is a statistical technique thateskion-parametric tests as
splitting criteria for multiple testing to achievabiased prediction without pruning nor over-figinD3 and C4.5 were older
techniques used to generate decision trees froateset. C4.5 has realized a number of improvenweaisits successor ID3
[28]. An example is its ability to handle both diste and continuous attributes.

2.2.3 Neural Network

Neural Network is an artificial intelligent techuig that hosts a group of interconnected artific@alirons to mimic the
properties of biological neurons in human. The mbégphe follows analog and parallel computing systaade up of simple
processing elements that communicate through asgtlof interconnections with varying contributavgights [11]. Over a
period of time, neural network has been used teesplattern recognition problems such as text, imagg medical
bioinformatics. In Kim et. al, 2005, a predictiveodel based on neural network was applied to estirttee compressive
strength of concrete mixture from constituent’sgandion [30]and the prediction accuracy was imprbvéth an iteration
method in [31].

Since neural network is an adaptive artificial ligent technique with self-tunning used that at§uiés structure during
learning process, its usage in students’ acadeernfomance prediction can be described as beinggpibistic. Probabilistic
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neural network, implemented based on Parzen nampelric probability density function estimation armhyes
classification, use feed-forward network to effeely solve prediction problems. The approach wamdbto build its
architecture and train the network in fewer secortfience provides probabilistic viewpoints from allput with
deterministic classification results. The Probatiii network usually adopts Radial Basis Functmmiap any input pattern
for classification.

Neural networks have shown success in areas obnpeshce prediction, estimation and approximatiomg g@attern
recognition problems [32]. Probabilistic network aebwas proven to be more time efficient when comgao conventional
back-propagation based models. The network typedegnized as a way to solving real-time clasdificaproblems as
observed in [31]. However, it works better if aided output is expressed as one of several preetkitlasses [33]. Finally,
NN and some statistical methods, like decisionstieglt on conditional inference, are deemed ledisisle for data mining
purposes [8].

2.2.4 k-Nearest Neighborhood Classification

k-Nearest Neighborhood (k-NN) classification is @&thod adoptable for classifying entities based msest training
examples in a feature space. k-NN is a lazy legruiassifiersthat adopts instance-base learningehéaving prediction
done in two stages. Firstly, it undergoes minimpérations of analyzing the attribute values of vidlial instances in
training dataset.

Loads of works come in the second stage whereifitad®on and prediction processes are carried Dd@spite greater
expenses incurred at the later stage, k-NN clasd#ia simple learning algorithm. Objects aresifaesi by a majority vote
of neighbors before been assigned a class lalrabet common labels in its k-nearest neighbors [84§.a positive integer,
typically small with best choice value dependingdaiaset used in the study. However, effects afenon the classification
are reduced if a big value of k is chosen, andbiigndaries between classes are less distinct. Ghw@acy of the k-NN
algorithm can be severely degraded by the presehneisy or irrelevant features, or if the featsoales are not consistent
with their importance.

K-NN algorithm has been adopted by statisticiana aschine learning approach for some decades 3®wThis algorithm
has capability to classify new instance of entitigish minimal training sets because it only doesrenaork during
classification and thereby achieves prediction itled likelihood and relatively inexpensive compiotzal resources. Also,
its error rate is minimal compared to the Naive é&agnd decision trees [36]. A set of continuouseddpnt variable and
categorical predictors are use in [32] to perforthrae-way comparison of prediction accuracy. Naedr regression, neural
network and CART models were taken in the studysuRe show that neural models CART produced bgitediction
accuracy than non-linear regression model dueg@dtegorical predictor variables.

Several studies have discussed the use of datagntachniques for mining educational data and trsiedies present
different attributes for measuring performance. ldogr, evaluating metrics used and showing how suetrics dictates
student’s performances is lacking. K-NN is a CARgoathm for prediction models but its usage hasnsommon when
compared to other methods.Ribeiro, 2013juxtaposedtioption of ten common data mining techniquesegnted in Figure
1 and reported decision trees and NN as most usesl [87]. The authenticity of this analysis coutit he validated since
most of the research works in this domain lack béseline dataset.

k-NN can be been trained for online and real timalysis of data to identify interestingness inheterdata stream, match
particular user group for classification, or recoemui exhaustive options that meet specific usersdsie Though the
technique requires expensive resources during ctatipn, but it is transparent, consistent, strdayiard, simple and easy
to implement with high tendency to possess desragjphlities than most other data mining technigsapecifically when
there is little or no prior knowledge about datstrilbution. Popular techniques of K-NN classifiare Euclidean distance or
cosine similarity between training and test datdetboth techniques, the entity to be predicteasisigned a common class
among its k-nearest neighbors, weights are assigneelected variables, and the noisy data areggrun

2.3 Application of Data Mining in Academic Performance Prediction
The explosive growth of educational data in highestitutions of learning has imitated several stgdin performance
prediction. Objectively, these studies mostly foouproving the quality of decisions necessary tpanh delivery of quality
education. Survey in [8] describes educational détdang as a leading way to determine academicopeidnce in learning
institutions. This can be backed by an expert systeveloped in [38] to predict students’ succesgaiming admission into
higher education institution through Greece natie@ams. In the study, prediction is made at ttpemts with different
variables considered at each point. An initial
prediction is observed after the second year afesttship with specialization, sex, age, gradesdunfesits as input variables.
This prediction gives a first indication of studentossibility to pass his/her exams otherwise gieg the effort necessary
for student to pass. The prediction system dematestraccuracy and sensitivity potencies of 75%88% respectively on
experimentation. Students’ performance has somm fufr non-linear relationship with various factohat make up their
socio-demographic data [16]. This indicates thatceas of a student depends on patterns that exjsyisiological and
psychological features possessed by the student.etal, [39] attempted to justify some variabtat may be related to
predicting
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success among students who enrolled for a disthrta¢ional programme. The study concludes thahérat characteristics
have a major impact on the manner in which onlimgrses are designed and the pedagogy employediverdbem.
Oladokun et al [40] traced the poor quality of grats from Nigerian Universities to inadequaciesiagion systems in the
nation. The study employed artifacts of neural meknto predict the performance of candidates camsid for admission
into University of Ibadan, Nigeria. In the study) tariables from demographic and educational batkgts information of
prospective students were transformed into a fosuaable for neural analysis. An output varialdpresenting the students’
final Grade Point Average on graduation is therdjoted. The model operates with a promising acgurate of 74% but no
psychometric factors were considered in the stAdso, Stamos and Andreas [41] utilized the prongjddehaviour of neural
network to predict students’ final results. Thewwmk feature a three-layered perceptron trained Wwick-propagation.
Experimentation was conducted with a case study, 437 profiles of students at Waubonsee CommunitieGe, Chicago,
USA. The study concluded an average predictabity of 68%.

Pandey and Pal [42] predicted the academic perfocea@f 600 students from different colleges of Atvadhiversity in
India by means of Bayes Classification. The studgstdered variables from the background qualiftcaf students and
language used in teaching them. From conclusioes, comer students will likely perform low. Furthesra, Sajadin et
al.[43] applied kernel method as mining technigtesinalyze relationships between students’ behaior their success.
The model is developed with using smooth suppoctoremachine to cluster final year students at drsiti Malaysia
Pahang, Malaysia. Clustering observed on k-meadsesults expressed a strong correlation betweeraneonditions and
academic performance of students. Hence, psychmnieformation can be taken as an important fagtbile predicting
students’ academic performance. In another receiclys Ahmed and Elaraby [44] used ID3 classificati@chnique to
predict final grade of students in department ofntgement Information System, American Universitgir@ Egypt.
Student information from data mart of1547 recordsrevused to train the model. Decision rules weredu® find
interestingness in the training data to predict iamgrove students’ performance. Also, the model lealp identify students
that might need special attention to reduce fad.ra

Several variables have been used for establisthimgsts’ performance in prediction problems. Fatance, Edin and Mirza
[17] proposed predicting the performance of stuslevith twelve variables taken as input. Conclusian be drawn from
close observations on these variables.Dorina irB3frbposed to find patterns in the student datadbald be useful for
predicting students’ performance at the univerbi@yged on their personal and pre-university chaiiatites [45]. After a
pretty overview of works in this domain, it can t@ncluded that an attribute with conditional oropmprobability of 0.5 in
any training set is likely an high potential vatalin predicting performance with high probabil{g6]. In this research
work, our interest is to study the robustness MK-in predicting students’ academic performancteims of their attributes
variability.

3.0 Methodology
A proper view of the research problem and statartsf in this domain shows we have a classificatimblem at hand. A
model conceptualized for predicting academic pentorce of students in higher institution is presgte Table 2

'

|

Identification of Variables
Data Pre-processing

Universe of Discourse

Unstructured Data
from Student Attributes

'
i Data Partitioning: |
! Training Data | |
Testing Data E

Training Data

Testing Data i

Figure 1: Conceptualized model for prediction of studentsidamic performance

The core of the model is to create mappings betwleg¢gset of a given group of known students to sclas labels. k-NN
classifier is adopted to determine academic class&idents.

3.1 Data Pre-processing

Data pre-processing is applied to improve the talf input data to the prediction system so agnsure an accurate,
consistent and complete predictive model. The otistate-of-the-art has proven having a clear wtdeding of the
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problem domain as a great factor considered tofgraf suitable solution. The model conceptualized=mure 1 intuits
identification of variables as a major step in dpte-processing. Since there is no linear relakignshat always exists
between the data values of student attributesciraserve as input variables and correspondingubirteducational data, it
is important to observe some technical variablemuphich the academic performance of students edimearized.
Educational universe of discourse is bulged withedie attributes from psychometric and physioldgfeators thereby
making it very difficult to analyse. In this studguestionnaire is used to acquire student data fidfarent variables
covering demography, personal, academic, and famfidymation. Broad overview of this subject shaivat each attributes
in Table 1 have useful magnitude in performancéiption of students.

Table 1:Categorization of Performance Prediction

Group | Category SN | Attribute
1 Gender
A Demography 2 Age
Information 3 Category
4 Campus Location
1 Department Management
Personal 2 Academic Advisor
B . .
Information 3 Curriculum
4 Courses
Academic 1 Level
c Information 2 Secondary School Grade
Academic 3 Entrance Score Average
Information 4 Grade Point Average
1 Family Location
2 Family Size
Famil 3 Annual Income
D In?(r)rllr%/ation 4 Fathers Qualification
5 Mother’s Qualification
6 Father’'s Occupation
7 Mother’'s Occupation

In another view, Pandey and Pal [42] emphasizedksits’ grade in senior secondary school and thegl location as high
potential attributes in predictions process. Hehwe, major steps taken during data pre-processiaglata cleaning and data
reduction. The first step is data cleaning whicimpdses of operations like filling missing valuespoothening noisy data,
identifying remove outliers, and resolving incotsigies in crude dataset. For instance, data fuiimpurity will cause
confusion when mined, and its results cannot velialsle. For this purpose, use of central tendéa@mployed to fill in
missing value for different attribute groups andnring is utilized for smoothening in the case oifseoln the second step,
data reduction is used to obtain a simplified repn¢éation of dataset with reduced dimension wimlegrity of the original
data is still firmed. During this process, the nembf attributes under consideration is reducedrtmiuce a more accurate
and complete analytical result with integrity oéttlata maintained. The resulting dataset is smafdrthereby consuming
lesser computing resources.

3.2 System Database

Another major component of the model conceptualimedorediction of students’ academic performanténstitutions of
learning is the System Database. This componeatnigrt used to house or preserve data values tladifigs attributes of
students in the universe of discourse. Basically,system database stores both numeric and noimfaethation of students
in any institution of learning. The information che segmented as training and test dataset.

The training dataset is a group of data analyzethf® purpose of learning any form of interestiagtgrn inherent within the
independent and dependent variables in a datdsistkmowledge is for the purpose of labeling neimtyoduced (unknown)
data object to classes that best describes themeVw, test dataset is used to estimate and eeaheauracy of rules upon
which class label prediction is based. Such acgubsromes acceptable if the rules can be appliedassify new and
unknown data tuples with higher precision.

Pattern learning is an interesting field whose eoiic effort can be based on any learning tecleidescribed in [34].
Supervised learning technique designed on formatqmiures is considered for predicting studentsfoperance. The
machine learning tactic is described as a simpMNKelassification technique that analyses and ifrfam available training
data for the purpose of classifying new studentk atcuracy.
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3.3 K-NN Classification

K-NN classification is a labour intensive algorithmast adopted in situations of large training dettabhe algorithm is found
to conform to Euclidean distance measure in terindisiance metrics. The algorithm assumes a studettity of our
discourse herein, can be described as a set cvadpresenting their attributes. Suppose a st8énis represented by the
attributes described in Table 1, then relationgtgpveen the students and a set of other studedésired by their Euclidean
distance.

This describes closeness that exists between tiog ksown studentsS¢ S, S; ..., S,) and an unknown stude(t,) in terms
of distance metrics. For instance(Sf) represents a known student with attributes giv@ig Sk Sks, ---» Skm), then the
Euclidean distance between unknown studgn} and a known studeii§, ) is given as:

E(S,,Si) = Z (Suj = Si)” oo e et e e e (2)

i=1,j=1

If the tuples have numeric values on attributesl,2,3, ..., m; then V-1 the cumulative aggregation of squaregaxh
attribute differences is normalized before Eq (4)applied. To normalize the square of the diffeespcmin-max
normalization is applied. This function, given ag B), prevents attributes with large initial rasgieom outweighing
attributes with smaller ranges. It transforms numealueV of attributeA to V=1 in range of[0, 1].

B V — miny,
max, — ming
Wheremax, andmax, are the minimum and maximum values of attribute A.
In the case of nominal attributes where valuesrame-numeric, the distance metric can be deducedadselating the
corresponding values of attributes in tufigandS,. If such values are similar, the difference isetako be zero (0);
otherwise the difference is one (1) irrespectivéheir ordering. If the value of A is missing irpta S, and/or in tuples,, the
maximum possible difference is assumed. For ingtaimcnominal categorical variables, differenceueadbf O is assigned if
the corresponding values of the attributes are lainmdétherwise 1 is assigned. However, if either ameboth of the
corresponding values of A are missing, then theimarm possible value isassigned. For instance, i§ Aon-numeric and
missing from both tupleS,ands,, then the difference is taken to be 1.
On a Final note, determining the number of neigimgptuples for prediction should be taken carefobetter value for k
denoting the number of nearest neighbors to beideresl is deduced experimentally. In reality, ad edlue of k usually
performs diligent especially to avoid ties. Meaneha value of k=1 gives the best nearest neigldmattclassification yet
other values are tested to select a k value witlirmim error rate.
Table 2: Attributes and Possible Values Considered durintaPaeparation of the Study

5 7| Campus | Deparment | Acadsmic . Secondary School Grade Entrance Family | Family | Annual Fathers Mothar's Father's Mother's
ax | Agz | Catagory| Laval R _ Curriculum GPA X R P T " .
Location | Managsment | Adviser Courses o |s2 | a3 | @ | s Scors Location | Size | Incoms | Ch Ch Occup Occup
M, | 14 | UTME, | 100, Owm Poor, Poor, Poor, Poor, A, | A A A, A, 50 0.00 1-20 10000 NA NA NA NA
F | .. DE 200,| Hostal Average, Average, Averags, | Aversge| B2, | B2, | BZ, | BL, | BL - - Anything - Elsmentarv | Elementary | Personal Personal
60 300,| Spacs, Good, Good, Good, Good, | B3, | B3, | B3, | B3, | B3, 100 3.00 200000 | Secondary | Sscondary Privats Private
400 Share Bast Bast Bast Bast | C4, [C4, [C4, [C4, | C4, Bachalor Bachalor Ciwil Ciwil
Hostel C5, | C5 | C5 |05, | CE Masters Mastars Public Public
Spacs, Ce, | Cs, | Cs, | C6, | C8 FhD FhD HNons Nons
Off o|o|Oo|0| 0O
Campus
2| R 2 4 4 4 4 4 4 7 7 7 7 7 R R A R R 6 6 H i

using a instance based learning algorithm, theraxgatal study is observed in a simulation undeik&ta Environment for
Knowledge Analysis (WEKA) software. WEKA is a freeftware built at the University of Waikato, Newafand and made
available under GNU General Public License withigaplearning algorithms pre-designed in Java [13].

4.1 Data Preparation

Psychometric and physiological data of studentewedicited by means of questionnaire presentedpipefdix A, and direct
link with educational database of students in depant of Computer Science, University of Lagos, é¥ig. The dataset
comprises of information about 310 students fromleatels in 2013/2014 academic session. The dateces provide
information about students’ demographics, currerd grevious academic standings, departmental steicand family
backgrounds as in Table 2.

Subsequently, data captured into different tablesevjoined and attributes with lesser entropy wersoved. Entropy test is
a simple probability test used to reduce the dinoensf attribute fields under consideration. Fastance in this step, values
from derived attributes, such as age, were detemnivhile some attributes, like secondary schoalegawere combined to
form just one field. In the former case, list oflidgavalues are indicated in second row, while tredds from nominal
attributes have range of valid values instead.

Information gotten from data sources were comgpitellicrosoft Excel 2007 and saved as .arff for usagWEKA. A result
of this is records of 310 students used for propasstem learning and classification.
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Students’ academic standings were stratified ie fifferent groups based on scale in Table 3. Hemagew attribute is
considered with derived values. This nominal atiigbhas instance values depending on student’s@Rre v
Table 3:Classification of Students Base on Academic Stagwlin

SIN | GPA Range| Class

4.50 - 5.00 Distinctive

3.50 - 4.49 Good

2.40 - 3.49 Average

1.50-2.39 Weak

QR IWIN|F

0.00-1.49 | Hapless

Table 4: View of Student Dataset after Data Preparation Step

Mo. | Gender | Age | Category | Level Campus Department | Academic | Curriculum | Courses | Secondary Entrance FamilyLocation | FamilySize | Annual Fathers Mother's Father’s Mother's Class
Nominal | Mumeric| Nominal | Numeric|  Location Management |  Advisor Neminal | Neminal | School Grade | Score Average | Nominal Numeric | Income | Qualification | Qualification | Occupation | Occupation | Heminal

1 M 20.0|UTME 400.0/Share Hostel  |Good Poar Average  [Good 598916.0, 58.0[ABLA 3.0 3.0/PhD Elementary Civil Civil \Average

2 M 29.0[DE 400.,0/5hare Hostel  |Average Best Average  |Good 236734.0, 94,0(ABLA 20 4,0/Secondary Bachelor Civil Private Distinctive

3 M 23.0[DE 400.0|0ff Campus ~ |Poor Best Best Best 565756.0 65.0|ABIA 2.0 2.0|PhD MA Public Public \Average

4 |F 28.0|UTME 300.0/5hare Hostel  |Good Poor Good Best 353347.0 58.0[{ADAMAWA 5.0 1.0(Secondary MA Civil NA \Average

5 F 26.0|UTME 100.0|Share Hostel  |Average Average Good Best 279863.0 53.0|ADAMAWA 4.0 2.0|PhD PhD Private NA Weak

6 15.0[UTME 400.0|share Hostel  |Poor Best Best Good 498574.0 79.0|ADAMAWA 3.0 2.0|Bachelor PhD Civil NA Good

7 F 20.0|DE 100.0|Share Hostel  |Poor Good Average  [Best 550306.0] 73.0[ADAMAWA 1.0 3.0[NA Bachelor NA Private (Good

8 F 23.0juUTME 400.0/0wn Hostel Best Good Best Poor 512380.0] ©65.0/AKWA IBOM 1.0 4.0/Secondary Masters Private NA \Average

9 M 14.0[DE 200.,0/0wn Hostel (Good Good Average  [Best 210856.0, 100.0|AKWA IBOM 5.0 2.0/Secondary Masters Personal Personal Distinctive

0 M 21.0|UTME 300.0/0ff Campus  |Good Poar Good \Average 553127.0, 64.0[AKWA IEOM 2.0 4.0/Secondary PhD NA Civil \Average

11 |F 11.0|UTME 400,0/0wn Hostel (Good Average Average  |Poor 663552.0 53.0[AMAMERA 3.0 3.0NA Elementary NA Personal Hapless

12 | 238.0|UTME 300.0(0ff Campus  |Poor Best Average  |Good 518504.0 57.0{ANAMBRA 1.0! 3.0/PhD Bachelor NA Civil Distinctive

13 F 15.0[DE 400.0/0wn Hostel Poor Good Average  |Average 361448.0, 61.0[BAUCHL 2.0 3.0[Bachelor MA NA Personal \Average

14 |M 27.0[DE 400.0|0wn Hostel  |Average Average Average  |Good 240489.0 69.0|BAUCHT 1.0! 1.0/Secondary Elementary Personal NA Good

15 |F 13.0|UTME 100.0{0wn Hostel \Average Average Poar Paar 604867.0 77.0[BAUCHL 6.0 3.0[Bachelor MA Public Personal Good

15 M 20.0[DE 100.0|0ff Campus ~ |Best Average Average  |Good 133476.0 91,0(BAYELSA 1.0 1.0(Secondary Secondary Public Civil (Good

GPA value of a student depends on other varialdesd) prediction in this case study will forecas tlass a student will
likely fall on graduation. Grouping of studentseskd on students’ grade point class which is taderic standard in every
university system.Table 4 shows a view of studenbrds after preparation. The precision ‘.0’ in eagnlumns of the figure

was added by WEKA but this does not have effegrediction process. Table 4 presents a subsettafudad to train k-NN

classifier of the model in WEKA.

4.2 Experimental Setting

In WEKA, K-NN classification is applied on the dsta during the experimental study. Well, beforeadling classifier,
dataset was loaded from the Preprocess tab anddtiistes other tabs in WEKA explorer panel. Agestn this, the tab
also gives a statistical visual preview of the ddtawing histograms for attributes in the datagpasate cubicle as displayed
in Figure 2.

The next step is to select and configure the dlasdd be used for the experiment. The study psegousing k-NN which
chooses majority class from several k-neighbors.

WEKA workbench is suite of visualization techniquere-programmed for data analysis and pattern ilegufior the purpose
of knowledge discovery. The techniques are aidad giaphical user interfaces for easy access [B9ihis experiment,
instance based classifier of the suite is adaptedrediction.

Examining a value of K upon which the classifieedicts student’s performance with best accura@t, itha k value with
higher predictive accuracy, becomes an issue. Herysince the value of k to be used strongly reladenumber of training
tuples and relationships that exist in their attrébvalues, we can easily predict the test tupiéis I¥NN. On another note it
might not be completely correct to base predictansuch shallow specific closest tuple, so we tedtfferent values of k
(3-9) and it was discovered that the experimentkadietter with k = 3 but with best accuracy andimum error rate at
k=5. We thereby chose 5-NN for prediction.Furtherendhe classifier is evaluated on how well it pcexia test data. For
this purpose, experiment is conducted on 96% #ialihing thereby leaving 12 instances of the datésevalidation and
evaluation of the proposed model.
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Figure 2: Statistical Visual Preview of the Experiment Datase

4.3 Results and Evaluation

A total of 4% of the split data resorted to 12 amstes used for classifier validation. The resulleobed from experiment
with this data, is summarized in Table 5. Summdryesult shows the classifier is 58.33% to havealjoted classes of 7
from 12 instances correctly with Mean Absolute E{MAE) of 0.217.

Table 5:Analysis on Actual and Predicted Classes in TesaDa

Id | Actual | Predicted | Error | Id | Actual | Predicted | Error

1 | Distinct | Good 0.200 7 | Distinct | Distinct 0.399
2 | Distinct | Distinct 0.001| 8 | Average| Good 0.20(
3 | Good Good 0.001 9 | Good Good 0.200
4 | Distinct | Average 0.399 10| Average| Good 0.399
5 | Average| Average 0.399 11 | Average| Average 0.399
6 | Good Good 0.001 12| Average| Good 0.001

Table 6 shows the model can predict academic paece of students in terms of their class with @et@ge harmonic
measures of: 72.7% assuranceGaod students, 57.1% fdbistinctive students, and 33.3% féwerage students. However,
the model does not show tendency to predict steddwtt are weak or hapless in their performanceo,Alhe Receiver
Operating Characteristics (ROC) values are noted.

Table 6: Performance of k-NN on using Percentage Split

No | TP Rate FR Rate | Precision Re-call F1- measure RD| Class

1 0.333 0.222 0.333 0.333 0.333 0.611 Average
2 0.4 NA 1 0.4 0.571 0.7 Distinctive
3 0 NA 0 0 0 ? Weak

4 1 0.375 0.571 1 0.727 0.813 Good

5 0 NA 0 0 0 ? Hapless

However, result obtained on another run round withss validation as the test option shows the ptiedi model can be
improved to predict academic performance of stigldmt are hapless. For instance, the result @Il cross validation
built in few micro-seconds is presented in Table 7.

Table 7: Performance of k-NN using 10-Fold Cross Validation

No | TP-Rate| FR-Rate| Precision Re-call Fl-measure ROCClass

1 0.41 0.357 0.29¢ 0.41 0.34: 0.50Z | Average

2 0.22¢ 0.101 0.31¢ 0.22¢ 0.26¢ 0.611 | Distinctive
3 0 0.007 0 0 0 0.53¢ | Weal

4 0.57: 0.4z 0.53¢ 0.57: 0.55¢ 0.54¢ | Goc

5 0.05¢ 0 1 0.05¢ 0.111 0.70Z | Haples:
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Figure 3: Basic graph for Harmonic (Left) and ROC (Right) Mdeges on the Test Options

The effect of changing the test option to crossaadion indicates that the k-NN (with K=5) can detée students that will
be hapless in their study with percentage harmomasure of 11.1%. Therefore, the classifier cadigr@erformance of
students that are Weak, Average, Good, and Distact

Summarily, the classifier can predict the perforosaaof student from all classes except the weak,@rabthis effect can be
accorded to variations in dataset used for the raxpat. Moreover, this study is aimed at improvigality of teaching in
higher educational institutions hence major focu®m Hapless students. It is better such studestfiat taken into the
educational system since the proposed model shHoeysdannot complete their studies. A basic graphhfe harmonic and
ROC measures is presented as Figure 3.

Performance of learning techniques is strongly ddpet on the nature of training data used. To ydtie predictive
accuracy of the k-NN classifier using benchmarkeobation, the model is compared with four otherné@sy algorithms.
Table 8 shows the results observed from five pte@ianodels with each experimented on 96% splining dataset. The
remaining 4% dataset has 12 record instances cliagarblind randomization.

Table 8: Evaluation of k-NN and Four Other Classifiers us#§o Split Training Dataset

Evaluation Metric k-NN Naive Bayes| ZeroR | CART | OneR
Correctly Classified 7 11 4 7 7

Time Taken to Build (Seconds) 0.09 0.51 0.10 61.3| 0.23
Accuracy 58.33% 91.67% 33.33p6 58.33% 58.33%
MAE 0.2166 | 0.2306 0.283§ 0.2888 0.2667
Kappa Statistics 0.1025% 0.8737 0 0.3989 0.3939

Table 8 shows that Naive Bayes is an optimal dlassvith an accuracy of 91.67% followed by k-NNi{lwK=5) having
58.33%. However, the time taken to build Naive Baglassifier is more than that of k-NN and thereftire former will not

be optimal in cases of very large training datasdjlthe prediction error associated with k-NN isaken meaning the
classifier’s predictions are more dependable. Gledine kappa statistics shows the measures ofeamrts between the
actual and predicted values for all the classifiehslike MAE and other metrics, kappa statisticevg$ that prediction made
by k-NN agrees very well with the actual data dnid ts done in minimal time when compared with ottlassifiers. Lastly,
Analysis of the classifiers’ accuracy and time take build them are visually presented in Figureard Figure 5

respectively.
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Figure 4: Chart of Built Time of the Classifiers

Figure 5: Chart of Accuracy of the Five Classifiers
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5.0 Conclusions

Data mining is a computational approach adoptedigoover hidden patterns and relationships thathateful in decision
making. Techniques such as clustering, outlier diete, and association rule mining have shown adesrn educational
sector. In this study, a neighborhood classificatapproach (k-NN) is applied to predict the acadep@rformance of
students in institutions of higher learning. The v$ data mining in educational field is being agapto enhance humans
understanding of learning process. In this studyoalel capable of predicting academic performarfcgtuaents in higher
institutions is proposed. For a real-life developmahe model is conceptualized as three-tier sgchire with k-NN
classification technique adopted as the predigiimeedure at the second tier.

To validate, the model is simulated in WEKA witiNB¢ IBK classifier chosen after many brute-forceeatpts. Results and
evaluation of the model when trained and testel wivast amount of dataset shows the predictiveristign can determine
the educational status of a student on a 5-likd?AGcale: Distinctive, Good, Average, Weak, and |elssp However,
experiment with 96% split shows the model’s inapitio foresee weak students, and this was confirore@ further test
option with 10-fold cross validation. Results frasmulation shows that Naive Bayes has better acguoaer other
classifiers, though an exception is the longer timeded to build. This makes it sub-optimalfor expents with large
dataset.

The prediction scheme can be adopted in diffenestitutions to promote their standards becauseityui students in a
school has direct relationship with the school&ndard. Therefore, it is good to note that the rhode only predict success
likelihood, and educational status of students #natalready admitted into an institution of higkearning. However, it is
also good to examine cases of students who arege&ing admission or to predict alternative progree (course) for those
who prefer to change from their existing departniegause of their poor performance.

Knowledge models obtained under these paradigmssarally considered to be black-box mechanisms #&bhttain very
good accuracy but they are difficult for people understand. This conventional modeling approach esakse of
mathematical models to connect upstream informatiotiownstream consequences. Typically, such madelgonstrained
by the variables utilized, and usually they haweitid or no ability to add, reject or change theséables during prediction
processes.

Lastly, the expression of certainty in outcome wddictive models is a major factor in accepting pinedictions made by
such model. It is therefore recommended that futwoeks look into evaluating the performance of jicéde models with
test of certainty. This can be dealt with throughsitivity analysis wherein the accuracy of outcerftem a model responds
to changes in the number, types and values ofbasahrough simulation of potential ranges of ealfor those variables.
Also, importance of some distinct variables shdédput into consideration using weighting predietipproaches.

APPENDIX A: Questionnaire
Please complete this questionnaire by selectindésé group you fall. This is for strict academse ihence, no identifying
information is needed.

SECTION A: Demography Information (Thick the appropriate box)

Gender [ ] Male Category [] UTME
|:| Female |:| DE
Age on Admission [ ] Below 14 Campus | own Hostel Space
{ Jween 14-18 Accommodation {" hre Hostel Space
D)ve 18 Type DCampus Accommodation
SECTION B: Personal Information (Rate the following indices with the factors below)
Department [ Jor Curriculum [ Jor
Management [ ] Average Outfit [ ] Average
[ ] Good [ ] Good
|:| Best |:| Best
Teaching Style [ Jor Academic [ Jor
[ ] Average Advisor [ ] Average
[ ] Good [ ] Good
|:| Best |:| Best
Course Content [ ] Poor [ ] Average ‘ [] Good ‘ [[] Best
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SECTION C: Academic Information (Thick or Shade the following boxes as appropriate)

English [ b6 and Above
Al [ B2]| B3| ca| c5] c6 UTME/DE [ % - 89%
Mathematics Entrance Score |:P/o - 79%
Secondary School Al | B2 | B3| ca| cs| cel Average [30% - 69%
Grades in Five Core| Physics [ ] Below 60%
Subjects AL |B2] B3] ca] c5| cé6 [Jo and Above
Chemistr Cumulative  Grade | L3O - 4.49
AL | B2 | B3| ca] cs| cé| Point Average [140- 3.49
Biology (CGPA) [ ] 1.50-2.39
AL|B2]| B3| ca] cs5| cs [1 Below 1.50
SECTION D: Family Information (Rate the indicesin the following boxes)
Annual Income [ How 50,000 [ ] 50,000-100,00q | 101,000 -@00 || Above 200,000
Father’s Qualification [] No Education Mother’s Qualification [] No Education
[ ] Elementary [ ] Elementary
[ ] Secondary [ ] Secondary
[ ] Graduate [ ] Graduate
[ ] Post Graduatg [ ] Post Graduatg
[ ] Post Graduate (Ph.D) [[] Post Graduated(P
[ ] Not Applicable [ ] Not Applicable
Father’s Occupation [ ] Personal Service Mother's Occupation [ ] Personal Service
[ Jate Service [ Jate Service
[ ] Civil Service [ ] Civil Service
[ ] Public Service [ ] Public Service
[ ] Not Applicable [ ] Not Applicable
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