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Abstract 
 
Several developed multivariate tests of normality including Skewness (S), Kurtosis 

(K), Mardia Skewness (MS), Mardia Skewness for small sample (MSS), Mardia 
Kurtosis (MK), Shapiro-Francia (SF), Shapiro-Wilk (SW), Royston (R), Henze-Zirkler 
(HZ), Doornik-Harsen (DH), Energy (E), Bontemps-Meddahi (BM), Gel-Gastwirth 
(GG) and Desgagne-Micheaux (DM) rarely lead to the same conclusion when applied 
to a set of multivariate data. Consequently, the Type 1 error rates of these tests were 
examined at five levels of dimension and eight levels of sample size through Monte 
Carlo study so as to identify the good ones that is recommendable for use. The results 
were compared at three levels of significance. A test is considered good if its estimated 
error rate approximates the true error rate and best if it has the highest number of times 
(Mode) it approximates the error rate when counted over the levels of significance. 
Results showed that the Type 1 error rates of all the tests of multivariate normality are 
seldomly the same at the levels of significance. The error rates of HZ, MSS, R and E; 
MS and E; and MK, MS, S, HZ and E are respectively good at 0.1, 0.05 and 0.01 levels 
of significance. Moreover, those of E and HZ are comparatively best therefore 
recommended to practitioners. 

 

 Key words: Multivariate Normality Test, Type 1 error rate, Level of Significance. 
 
1.0     Introduction 
Manymultivariate parametric statistical data analysis methods including Multivariate Analysis of Variance (MANOVA), 
Multivariate Analysis of Covariance (ANCOVA), Multivariate Regression Analysis, Seemingly Unrelated Regression (SURE) 
Analysis and Discriminant Analysis require that the error term of the model should be multivariate normal.Violation of this 
assumption often results to invalid inference(s) and misinterpretation of results[1]. Several multivariate normality tests 
including  Skewness (S) and Kurtosis (K)[2], Mardia Skewness (MS), Mardia Skewness for small sample (MSS) and Kurtosis 
(MK)[3], Shapiro-Francia (SF)[4],Shapiro-Wilk (SW)[5], Royston (R)[6], Henze-Zirkler (HZ)[7], Doornik-Harsen (DH)[8], 
Energy (E)[9], Bontemps-Meddahi (BM)[10], Gel-Gastwirth (GG)[11] and Desgagne-Micheaux (DM)[12] have been 
developed.A major challenge associated with the use of these tests is that their results frequently lead to different conclusions. 
Consequently, this study was undertaken to determine the Type 1 error rates of the multivariate testsof normality, identify the 
good ones and recommend appropriately. 
 
2.0 Reviews on Multivariate Normality Tests        
Several procedures have been developed for assessing multivariate normality status of a data set. Some of these methods are 
discussed below.   
2.1 Henze-Zirkler Test of Multivariate Normality  
Henze and Zirkler[7] proposed a class of invariant consistent tests for testing multivariate normality. The Henze-Zirkler test is 
given as: 
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2.2 Generalized Shapiro-Wilk Test of Multivariate Normality 

The generalized Shapiro-Wilk test pW is a modification of the Shapiro-Wilk test W [5]for a multivariate case. The test 

according to [13]is given as: 
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The test could be compared with a quantile of the rank α of the Shapiro-Wilk distribution as thus; Reject the hypothesis if 
α
pp WW <  where 

α
pW  is the critical value[13]. 

 
2.3 Mardia’s Measures of Multivariate Kurtosis and Skewness 
Mardia[3] extended the concepts of kurtosis and skewness from univariate case to the multivariate case. He also obtained the 
asymptotic distribution of the multivariate kurtosis and skewness parameters which are needed to test the null hypothesis of 
multivariate normality[14]. 
The author defined the multivariate kurtosis coefficient as follows: 
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Mardiaet al.[15]defined the measure of multivariate skewness to be as follows: 

( ) ( )[ ]∑∑
= =

− −−=
n

i

n

j
ni

T

ni XXSXX
n

s
1

3

1

1
2

1
       

 
 
 

Journal of the Nigerian Association of Mathematical Physics Volume 34, (March, 2016), 185 – 198 



187 

 

A Comparative Study of…           Ayinde, Solomon and Adejumo   J of NAMP 

 

2
6/)2)(1(~

6 ++ ppp

ns χ          (4) 

where 
2

6/)2)(1( ++ pppχ  is the chi-square distribution with 6/)2)(1( ++ ppp degrees of freedom [14]. 

 
2.4 The Energy Test for Multivariate Normality 
Szekely and Rizzo [16] proposed and defined a new test for multivariate normality known as energy test as follows. Let

nXXX ,,, 21 K be a sample from some p variate distribution. Then, the Energy test statistic is defined as follows: 
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where niX i ,,2,1,*
K= is the standardized sample,Z and TZ are independent identically distributed −p variate standard 

normal random vectors, and ⋅ denotes Euclidean norm. 

 
2.5 Royston’s H Test for Multivariate Normality 

Let jW denote the value of the Shapiro-Wilk statistic for the j th variable in a p variate distribution[6]. Then, defining 
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where σµλ and,, are calculated from polynomial approximations given in[17] and ( )⋅Φ  denotes the standard normal 

cumulative distribution function (cdf). Thus, Royston’s H statistic is defined as 
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2.6 The Gel-Gastwirth Test 
Gel-Gastwirth proposed a new test of normality which is a robust version of the Jarque-Bera (JB) test[11]. The statistic is 
defined as follows: 
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2.7 The Bontemps-Meddahi Test 
Bontemps and Meddahi [10] proposed a family of normality tests based on moment. The general expression of the test family 
is given in[18] as: 
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2.8 Shapiro-Francia Test of multivariate Normality 
Shapiro and Francia [4]proposed a new test statistic for testing multivariate normality assumption of a multivariate data.The 
test is as follows: 
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where jnX  is the j th order statistic from the sample, and m is the expectation vector of the order statistics for a standard 

normal sample [19]. 
2.9 Doornik-Harsen Multivariate Normality Test  
Doornik and Hansen [8]proposed a test statistic that is based on Omnibus test for normality by making use of Skewness and 
Kurtosis based[20]. The Doornik-Hansen multivariate test is  
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2.10 Desgagne-Micheaux Multivariate Normality Test 
Desgagnéet al.[12] proposed a new multivariate normality tests based on the distribution defined below: 
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2.11 Skewness (S) and Kurtosis (K) Tests 
Kankainenet al.[2]proposed tests of multinormality based on location vectors and scatter matrices. The test for skewness is: 
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where 1T and 2T are two separate location vectors, and C  a scatter matrix. 

while that of kurtosis: 
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21 CandC are two separate scatter matrices equipped with the correction factor. 

 
3.0 Methodology 
The Type 1 error rates of the multivariate tests of normality are evaulated through Monte Carlo simulation study. The 
simulation parameters are: four levels of dimension, p = 2, 3, 4 and 5, three levels of significance, 01.005.0,1.0 and=α , 

eight sample sizes (n): 10, 20, 30, 50, 75, 100, 150 and 300. We generated 1000 , Replications (R), multivariate normally 
distributed samples for specified values of p and n from R-programenvironment [21]. The generated data were subjected to 

the multivariate normality tests and the p-value associated with each test was documented for each of the replications. We 
defined 
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The procedure was repeated until all the parameters are utilized.A normality test is considered good if its empirical error r
approximates the true error rate and best if it has the highest 
counted over the levels of significance. 
 
Table 1:The True Level of Significance and Their Preferred Interval

True levels of significance 

0.1 
 

0.05 

0.01 

Source: [22] 
 
4.0 Results and Discussion 
The results of the Type 1 error of the multivariate normality tests for three levels of significance are presented and discus
follows: 
4.1 Results at 0.1 Level of Significance
Table 2 summarizes the empirical Type 1 error rates of the tests at 0.1 level of significance. The results show that the Type
errors of DH, BM, GG, DM, SW and SF are comparatively far from the true level of significance while those 
MS, HZ, MSS, E and R revolve around it. Thus, the latter ones are good.
The error rates when p=2 and p=3 are respectively presented in Figures 1a and 1b. From the figures, it is observed that the 
Type 1 errors of DM, DH, BH and GG tests increa
sample size is small; however, they reduced and tend to the true level of significance as sample size increases. Besides, K, 
S, and MS tests approximate the true error rate at v
around the true level of significance. 
The error whenp=4 and p=5 are respectively presented in Figures 1c and 1d. From the graphs, it was observed that the Type 1 
error rates of DM, BM, DH and GG tests increase with increase in sample size and that at small sample size, their Type 1 
errors are far above the level of significance. Also, the SF and SW tests have very high Type 1 error for small sample size b
reduce gradually as sample size increases. However, the errors are still far away from the true level of significance at large 
sample sizes. From the Figures, it can also be seen that the Type 1 error rates of K, S, MK and MS are far below 0.1 but tend
converge to the true rate as sample increases. The results further show that E and HZ tests have Type 1 errors that converge to 
0.1 at all sample sizes while R and MSS tests Type 1 error rates also revolve around 0.1 level of significance.
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Table 2 summarizes the empirical Type 1 error rates of the tests at 0.1 level of significance. The results show that the Type
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Type 1 errors of DM, DH, BH and GG tests increases as the sample size increases and that of SF and SW tests are high when 
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S, and MS tests approximate the true error rate at very large sample sizes. In addition, E, HZ, R and MSSgenerally revolve 
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 (a) 1.0,2 == αp     (b) 1.0,3 == αp  

 

 
 (c) 1.0,4 == αp      (d) 1.0,5 == αp  

Figure 1:Comparison of Type 1 Error rate of Different Normality Tests at 1.0=α  
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4.2 Results at 0.05 Level of Significance 
Table 3 shows the of empirical Type 1 errors of the tests. It was observed that the Type 1 errors of DM, BM, GG, DH, SW 
and SF are high above 0.05 level of significance while that of K, S, MK, MS, HZ, MSS, E and R are closer to 0.05 level of 
significance. 
The error rates when p=2 and p=3 are respectively presented in Figures 2a and 2b. The results revealed that the Type 1 error 
rates of BM, DM, DH, and GG are twice more than 0.05 level of significance and as sample size increases the error rates 
increases. At all sample sizes, Type 1 error rates of SW and SF are more than twice 0.05. The Type 1 error rates of K, MK, 
S and MS are less than 0.05 at all sample sizes but tend to converge to the true error at large sample sizes. Furthermore, the 
Type 1 error rates of HZ, E, R and MSS are equivalent to 0.05 at almost all sample sizes. 
The error rates when p=4 and p=5 are presented in Figures 2c and 2d respectively. It was observed that the Type 1 error 
rates of DM, BM, DH, and GG increase with increase in sample size while the Type 1 error rates of SW and SF reduce as 
sample size increases. S, MK, K and MS have low Type 1 error rates at small sample sizes but converge to 0.05 when the 
sample size is at least 50. Furthermore, Type 1 error rates of HZ, E, MSS and R are in the neighborhood of 0.05 level of 
significance at all sample sizes. 
 
4.3 Results at 0.01 Level of Significance 
The results from Table 4 show that the Type 1 errors of BM, DM, DH, SF, SW and GG are greater than 0.01. However, the 
Type 1 error rates of MSS, MK, K, S, MS, R, E and HZ are closer to 0.01. 
From Figures 3(a-b) at p=2 and p=3, the result revealed that the Type 1 error rates of BM, DM, DH, and GG increase as 
sample size increases. The Type 1 error rates of SW and SF are higher than 0.01 for small sample size but approach 0.01 as 
sample size increases. The result of Type 1 error rates of K, MK, S, MS, HZ, E, R and MSS revolve around 0.01 at all 
sample sizes. 
It is seen from Figures 3(c-d) when p=4 and p=5 that the Type 1 error rates of DM, BM, DH, and GG increase with increase 
in sample sizes while the Type 1 error rates of SW and SF reduce as sample size increases but does not approximate 0.01. 
The Type 1 error rates of S, MK, K and MS are lower than 0.01, level of significance, for small sample sizes but approaches 
0.01 when the sample size is at least 50. Furthermore, Type 1 error rates of E, R, MSS and HZ revolve around 0.01 at all 
sample sizes. 

 
  (a) 05.0,2 == αp      (b) 05.0,3 == αp  

 
Journal of the Nigerian Association of Mathematical Physics Volume 34, (March, 2016), 185 – 198 

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

n
=

1
0

n
=

2
0

n
=

3
0

n
=

5
0

n
=

7
5

n
=

1
0

0

n
=

1
5

0

n
=

3
0

0

p=2

E
m

p
ir

ic
a

l 
T

y
p

e
 1

 E
rr

o
r

HZ

MS

MK

MSS

R

DH

S

K

SW

SF

E

GG

BM

DM

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

n
=

1
0

n
=

2
0

n
=

3
0

n
=

5
0

n
=

7
5

n
=

1
0

0

n
=

1
5

0

n
=

3
0

0

P=3

E
m

p
ir

ic
a

l 
T

y
p

e
 1

 E
rr

o
r

HZ

MS

MK

MSS

R

DH

S

K

SW

SF

E

GG

BM

DM

A Comparative Study of…           Ayinde, Solomon and Adejumo   J of NAMP 



193 

 

A Comparative Study of…           Ayinde, Solomon and Adejumo   J of NAMP 

 

 
 (c) 05.0,4 == αp      (d) 05.0,5 == αp  

Figure 2:  Comparison of Type 1 Error rate of Different Normality Tests at 05.0=α  
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A Comparative Study of…           Ayinde, Solomon and Adejumo   J of NAMP 
 

 
 (a) 01.0,2 == αp      (b) 01.0,3 == αp  

 

 
 (c) 01.0,4 == αp      (d) 01.0,4 == αp  

Figure 3: Comparison of Type 1 Error rate of Different Normality Tests at 01.0=α  
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4.4 Overall Type 1 Error Rating of 
Having further counted the results of the Type 1 error rates of the multivariate normality testsover the levels of significan
and dimensions, it was observed that the Type 1 error rates of HZ, MS, MSS, R and E tests are relat
Type 1 error rates of MK, DH, S, K, SW, SF, GG, BM and DM tests arecomparatively bad.Further examination of the results 
revealed that the Type 1 error rates of R, MS, MSS, HZ and E, in this order, perform well.Table 5 summarizes the re
while Figure 4 displays them graphically. 
Table 5:  Total Number of Times Type 1 Error Rate Approximates True Level of Significance

 
Sample Size 

Tests 10 20 30 
HZ 2 6 6 
MS 0 2 4 
MK 0 0 0 
MSS 3 6 6 
R 7 4 3 
DH 0 0 0 
S 0 1 1 
K 0 0 2 
SW 0 0 0 
SF 0 0 0 
E 11 7 6 
GG 0 0 0 
BM 1 0 0 
DM 0 0 0 

Source: Counted from Tables 2, 3 and 4 
 

Figure 4: Bar Chart Showing Summary of Number of Times Type 1 Error Rates Approximate True Level of Significance
 
5.0 Conclusion 
The Type 1 error rates of the multivariate tests of normality have been compared and the useful ones have been identified.
error rates of HZ, MSS, R and E; MS and E; and MK, MS, S, HZ and E are respectively good at 0.1, 0.05 and 0.01 levels of 
significance. Moreover, those of E and HZ are best.
therefore recommended to users of statistics.
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Total Number of Times Type 1 Error Rate Approximates True Level of Significance 

50 75 100 150 300 
7 8 7 7 8 
6 6 7 7 3 
2 3 2 3 5 
5 4 5 4 7 
3 3 6 4 5 
0 0 0 0 0 
3 4 4 6 4 
2 0 2 2 4 
0 0 0 0 0 
0 0 0 0 0 
7 7 10 9 8 
0 0 0 0 0 
0 0 0 0 0 
0 0 0 0 0 
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tests of normality have been compared and the useful ones have been identified.
error rates of HZ, MSS, R and E; MS and E; and MK, MS, S, HZ and E are respectively good at 0.1, 0.05 and 0.01 levels of 
significance. Moreover, those of E and HZ are best.Consequently,the use of HZ and E multivariate tests of normalityare 
therefore recommended to users of statistics. 
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Having further counted the results of the Type 1 error rates of the multivariate normality testsover the levels of significance 
and dimensions, it was observed that the Type 1 error rates of HZ, MS, MSS, R and E tests are relatively good while the 
Type 1 error rates of MK, DH, S, K, SW, SF, GG, BM and DM tests arecomparatively bad.Further examination of the results 
revealed that the Type 1 error rates of R, MS, MSS, HZ and E, in this order, perform well.Table 5 summarizes the results 

  
Total Rank 
51 2 
35 4.5 
15 7 
40 3 
35 4.5 
0 12 
23 6 
12 8 
0 12 
0 12 
65 1 
0 12 
1 9 
0 12 
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