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Abstract

A modified cluster sampling multivariate kernel dsity estimation (MMCKDE)
approach is proposed. This approach is based onrilevant ideas of estimating the
population clusters from the data set. Basicallye iorm empirical clusters samples,
which are observations grouped into data clusterther via rows or columns
information according to the empirical cluster theybelong. The bandwidth
parameters derived by these approaches based ord#ta set clusters are used to
smooth the density. The estimates from the proposgzproach showed some
improvements over the existing methods and the dixeandwidth method with real
life data. This approach compensate for discontitias in the estimated density curve
(pilot plot) by some adjustment/modification to ast@r correct such discontinuities.

1.0 Introduction

Data density estimation provides a nonparametticate of the probability function from which a s#tdata is drawn. In
pattern recognition, optimal algorithms often requhe knowledge of underlying densities of sicanadl/or noise. Primarily,
it is better to estimate the density from the datalensity estimation, the true density is unknoviResearchers have shown
that most real life problems are multivariate irtuna. This work is based on the multivariate dgnsistimation which
provides estimates of the probability function frevhich a set of data is drawn. One of the most-ediwn and popular
techniques of density estimation is the kernel ierestimation (KDE). It is a nonparametric estilnatapproach which
requires a kernel function and a window size (smiogt parameteH). In this study, we proposed adaptive approachisha
based on data at hand.

Furthermore, Researchers have shown that estilhagesl on the varying window sizes in estimatingsifgrre superior to
estimates based on optimal constant-sized windoev-dil-3]. Also, it has been widely regarded thatperformance of the
kernel methods depends largely on the smoothingnpater (window width) but depends very little or tkernel. We
observed most times, analyses of multivariate det¢amore prevalent in practice than the univadatees [4-5]. The crucial
problem in the multivariate kernel density estimat{MKDE) is to select the window widths (bandwigithrametersiH. The
window widths control the smoothness of the fittehsity curve. In literature, studies considering problem of window
size selection in MKDE exist—[6,7,8,9,1,2,4,10,1d3ch exploring possible ways of improving on theething effects of
the window sizes.

Considering the variable window sizes on the cluséenpling multivariate kernel density estimati@peoach for estimating
densities, points for improvements were identifiedl that the methods could be adaptive to the MKIMEmost cases, the
above methods could lead to under fitting, an iatian that the methods are often less optimalhis tesearch work, we
propose data-driven approach that require onlktimavledge of the use of pilot plots and the bandwaizes from the data
set with a view to correcting the identified prabke while aiming for lower asymptotic mean integchtsquare error
(AMISE) and a faster rate of convergence in therapgh. The aim of this study is basically on howfitodensity to
multivariate data sets. The multivariate kernel sitgnestimator that we are going to study is a dimextension of the

univariate estimator. LeX,,...,X, denote a d-variate random sample having a deffisitt’Ve shall use the notation
X, =(Xip,sX;,)" to denote theX; and a generic vectax (1 [1° has the representatian = (X,,...,X;)" . The d-

variate random sampl¥ ,..., X, drawn from f the kernel estimator evaluatedtis given by;
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f(X,H):%iKH(X—Xi) (1.1)

wheren is the sample size, arld is a symmetric positive definiigx d matrix called the window widths, the smoothing

-1 -1
parameters or the bandwidth matri&,, (X) = |H| 2K(H 2x), | : |stands for the determinant of H and K is d-variate

kernel satisfyingJ. k(x)dx =1, where the integral is overl ® unless stated otherwise. The kernel function tisrofaken to

be ad-variate probability density function.
The matrixH is a smoothing parameter and specifies the ‘widftthe kernel around each sample pofat A well behaved
K (that is a kernel bounded compactly) must sattséyfollowing regularity conditions:

1. de K (w)dw =1
2. de wK (W)dw =0
3. J.RdvvaK(w)dw: l

Where |, is ad dimensional identity matrix.
The first condition accounts for the fact that then of the kernel function over the whole regiorursty. The second
condition imposes the equation constraint thatrtieans of the marginal kern&; (W, ),i =1,...,d are all zero. The third

condition term states that the marginal kernelsadrpairwise uncorrelated and each has unit vagaiVe shall apply the
product kernel in this work.

However, the most important part of the eaton in (1.1) is the bandwidth matrix which continthe window sizes
used for smoothing density. The fixed window simethod are not sensitive to local peculiaritieshia data, such as
clustering/sparseness of sample value. Here thething parameted varies, hence the "adaptive" techniques. This new o
approach attempt to compensate for the loose ot sdistontinuities in the estimated density curvido{(plot) by some
adjustment/modification to avoid or correct sucécditinuities.

The motivation for this work arose from the werin the nearest neighbour approach by LoftsgaaaddnQuesenberry
[12], and the cluster approach to density estimaltip Wu and Tsai [10,13]. These methods are adapdivunknown data
density. Generally, the true density is unknowmdae the search for an approach to get the trusitgeimherefore, we adopt
the advantage of varying the smoothing parametactwhelps in determining the true density —[7,9,bhough these
methods are adaptive, one is also tasked with lensitve these methods are? What are the errorsitted using these
methods? These questions lead to the need foritggiovement.

2.0 Literature Review

The literature for bandwidths choices in the maitiste kernel density estimation is not quite esie® a number of the
methods exist-see [4,9,10,14]. There exist somédadst of estimating multivariate kernel density. oofi these methods
use a fixed window width. However, the approach ttses varied window widths in the course of dgnsgtimation which

seems adaptive are few. A review of available deianethods showed basically that the cross-vatidathe plug-in

bandwidths approaches or any subjective methodcfwhie fixed smoothing approaches). There is thete and the
average cluster approach by Wu and Tsai [13] ande¥W+al [10] which are more data sensitive are uisebde MKDE. The

window width controls the smoothness of the fittisthsity curve. The true density is unknown.

There is stata approach to nonparametric estmati density functions. Its various versions inlgdikdensity by Salgado-
Ugarte et al [15,16,17] for bandwidth selection @stimation and the Stata modaledensity approach by Philipe [18].
These approaches are software modification of fix@tlow size with pre-stated adjustments. Theirgesdepends on the
choice of the users. Their efficiencies are asrdgteed by their developers. They have smooth cuftey do not adapt to
small data sizes. Even if users adjust sample ,sthessoftware uses its self commands. They us® laample size
approximation in their evaluation. According to Boan and Azzalini [1], software approaches sergeguides as stated in
the user’'s manual.

Another adaptive method developed is the ICI apgroby Katkovnik [19], and Katkovnik and Shmulevi§h2] for
univariate kernel density estimation, which mayeltended to the multivariate density with appragrimodification. There

is bootstrap choice of smoothing parameter.Thisnsultiple resampling technique used for deterngjriire best choice fdr

or the confidence interval on which it can be cimpsehen MISE*f*(X; H)} is obtained. See [7,9,20,21]. There is also the
smoothing by weighted average of rounded pointsudised in [7] and the Mean shift approach to KDEClynaniciu and
Meer [22] for univariate data density. It is afjustiment using the fixed smoothing parameter method
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Cluster sampling approachto MKDE in [13,10,3] uses the information matriaws and columns to form clusters for
sampling, where the cluster sizes and bandwidtb®ifa are use to achieve the smoothing paraméiés. method is
adaptive, but with some points of discontinuiti®éu and Tsai in [13] first proposed the cluster skmgptechnique to
MKDE. There is theMean shift-based clusteringapproach to MKDE in [3] which utilizes the meanifsifaverage
difference) of the successive bandwidths. Wu etird3] worked on the average cluster sampling apph to density
estimation. The multivariate cluster sampling kédensity estimate (MCKDE) adjust the amount ofdaidlths using some
idea from cluster sampling estimation of the mauaitiate data set. Its smoothing parameter i1 @alimensional matrix
obtained from forming relevant number of clustarsan information matrix. To correct the problemdifcontinuities at
some points in the cluster sampling approach to MK@/u et al in [10] suggested the average clusempling approach to

density estimation. In this case, the bandwidthofesdd, t0 X, according to the number of clusters formed areutated.

They use the average values of these factor tosehthe bandwidthd. Wu et —al in [3] mainly use the average cluster
method which reflects the average number of dlsgtemed. These are attempts to reduce the diseities experienced in
the Cluster sampling approach to MKDE.

When we consider the variable window sizes workghenCluster sampling approach to MKDE though thethmds are
adaptive, one is tasked with how sensitive areettmsthods? What are the errors committed using threthods? These
guestions led to the reasons for their modificatioWe identified points for improvements, so thea methods could be
more adaptive.

3.0 Methodology

3.1  The Modified Multivariate Cluster sampling Kernel Density Estimation (MMCSKDE)
The most commonly used optimality criterion foresting a bandwidth matrix is the mean integratachsed error (MISE)

MISE(H) = E{j[ F(X) = F(X)PdX @.0)

where I is a shorthand notation f(j}Rn and X isin n Euclidean plandR"

This equation (3.1) is in general does not havdoaed- form expression, so we result to its asytpt@pproximation
(AMISE). Hence (3.1) could be factored as

AMISE(H) = nH| R(K) ++ m, (K)?(vec" H )y, (vec H) (3.2)

where

. R(K) = J- K (X)?dX, with R(K) = (47'[)_% when K is a normal kernel.

. jXXTK(X)ZdX =m,(K)I 4, with |, beingthed x d identity matrix and m, =1 for the normal kernel.

. D?f isd xd Hessian matrix of second order partial derivatived .

. W, = I(vechf(X))(vecTDz)dX

. D is a diagonal matrix with elemen®¥,;, X,,,..., X 4

. vec is the vector operator which stacks the colunofisa matrix into a single vector. For example,

a c|_ '
Ve({b e}—[a b c e] , see [25].

We observed that the quality of the AMIt®Ehe MISE is given by
MISE(H) = AMISE(H) +o(n™|H| 2 +trH?) (3.3)

where o indicates the usual o notation. This iegpthat AMISE is a ‘good’ approximation of the MI&BN — oo . It has

been shown that optimal bandwidth selector HHas O(n ©*¥) . Substituting this into equation (3.3) yield thetimal

-4
MISE(H) order aO(n “*¥) - [25]. The big O notation is applied element-wisaus whenn — o, MISE - 0. This

implies the kernel density estimate converges iramsquared error and so also in probability to ttue densityf .

According to Wand and Jones and Horova et al, thgserted that it was better to estimate optimal BMEement-
wise.[9,11]. They further asserted that the idgdinoal bandwidth selector that is point wise adapts given by
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H e = agr rhnDLn AMIéE(H) (3.4)

Since this ideal bandwidth selector contains thknawn density functionf , that cannot be used directly. So some data

density based approaches fixed the choice of batidwionstant. However, we shall adopt point-wideptive bandwidth
procedures in estimating densities.

The bandwidths used for the cluster apprdachVu et al are optimal for information row/colunimne dimensional)
bandwidth per time in the multivariate data sefl[Z4at is, it uses one bandwidth in the row omoah during row/column
cluster bandwidth selection. It is only row or aolu adaptive. Our approach is to make bandwidticgeteto be data based
on the smallest size of the row or column sampésctions from the information matrix.

Our procedure is basically a minimization AMISE (H ) with respect to H, where it is equivalent to théesgion of
optimalh; in{H,,H,,...,H} . This method is a modification of the cluster stingpapproach to density estimate. The

modified multivariate cluster sampling kernel dépgstimate (MMCSKDE) is a modification of clusteampling kernel
density estimate by adjusting the amount of banthsidising some idea from the kernel nearest neighbstimation of the

density to the multivariate data. Its smoothingapseter would be 41 d dimensional matrix obtained from forming
relevant number of clusters in an information nxaffihe Euclidean distance would be used to forndiéaiths

Let h=h"b. According to Silverman, we cabdthe bandwidth factor anbi"the global smoothing parameter [7,23]. The
common procedure is to first chodsadaptively and thef™ by regarding as fixed. But Wu et al in [10] usdd = hEbI ,

whereb = (b,,...,b,) are the bandwidths factors reflecting the averagal clusters fromX; and adopt the stabilized
fixed bandwidths selector of Wu and Tsai in [13]stedect the global smoothing parameter. This ambrggves a diagonal
bandwidth matrix of varying smoothing parametéys. In our proposed approach, since we aim at elemesg adaptive

density estimation for any given data qut

We have more bandwidth factors according to thebmmof clusters form (starting from step 3 in thegmsed algorithm)
from the element wise groups from the informatiatadrows. Then we have

H =hb,, (3.5)
wherei =1...,n, iD:],...,ni andj =1,...,.d .
with H a finite set of optimal bandwidthsl = H,,...,H, and eaclH; =h, , we choose ouh” via each information data

rows’ h,\,ISE . That is using the MSE approach to get dﬁ:hThis is more data sensitive to any fixad.
hy’ Y

Where h”=| | (3.6)

N K
Then bijj will be small if asn; is large (that is a large number of mergers invigX;, ). Basically, from the data set, the

above scheme clusters are formed from the neagestdsequence of clusters information data rolesents
{X}=C, DCi1D...DCiniE ={X,-.. X} (3.7)

This procedure gives a full bandwidth matrix of wamoothing parameters for possible values of dias fori rows and
columns.i< jand i>].

To correct the problem of discontinuities at soraas in the cluster sampling approach to MKDE n®if discontinuity in
the estimation are identified using the cluster@arg approach as a pilot guide. In this case uthe of standard techniques
from cluster analysis is applied. Here, a modiadhpling idea similar to [13] is developed. Irstbase, when we consider

the bandwidth factob, t0 X, according to the number of clusters form, and teeidea of density at the boundaries to

choose the bandwidths. Wu and Tsai used the average cluster method whitdcts the average local clustering form. In
this work a proposed scheme to address pointssobdiinuities is suggested.
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We supposed thét is a density function such thdt(X) =0 for X< 0 and f (X) >0 for X= 0. We further suppose

O a
that f" is continuous away frond = 0. Then, we havef (Xx; h) = Ik(z) f (x—hz)dz, whereO0 < a <1-see [9](p.46-
-1

47). Then at the boundary they obtained
]
Ef@Oh)=1f@0)+0(h) (38)

We use this idea base on the intuitive knowledgkeohel estimator having to find a compromise betwestimating two
distinct values of on either side of discontinuity. We propose tle of semi inter-quartile range at the boundaryesl

]
Since the location of the boundary &f(X;H) is usually known, we adopted this to achieve battrformance in its

vicinity. Suppose, we have for S number of row @tsand T number of column clusters, we have;
Ns Ny

dg =D > d; (3.9)
ERE
n d
where d; = \/zz (X = Xiagjn)? see Gray for lengths distances’ details [27].
EE
H.
H=H,=— andH,,; <H,. (310
\%

where H; ={h;}. Subjectively we adopt =2, whereV is a positive real number.

The bandwidth sizes obtained are substituted igteaton (1.1) above to obtain accompanying densgimates. The
proposed algorithm is presented below
The modified procedures are:

Step 1: start with n clusters, each containingiglsiobservation and amxn symmetric matrix of distance® :{dij} .
Step 2: Search the distance matrix for the ne@aasbf clusters. Let the distance between theatest” clusters S and T be

Ns I
dg = z z dij in the case of observatioin the cluster S and observatipim the cluster T, andg and n; are the

i=1l j=1
number of observations in cluster S and clustee3pectively.
Step 3: Merge (combine) cluster S and T. Labelntly formed cluster (ST). update the entries i distance matrix by
(a) deleting the row’s element and column’s elenwtesponding to clusters S and T elements anda@dding a row’s
element and a column’s element giving the distabedween cluster (ST) and the remaining clusteents.
Step 4: Repeat steps 2 and 3 a totallbf-1 times so that all observations will be in a singlester at termination of the
algorithm. Record the clusters that are mergedtfamdistance levels at which the mergers take place

Step 5: LetbiEj distance level ofX; in the dendrogram. Specifically, it; denotes the total number of times that a cluster
containing X; is merged into a larger cluster (that is, totamber of mergers that invohX; ), and/_.,...,0 . the

distance level at which thed& mergers take place, then bijj = Klic,...,ﬁn o

Step 6: generatéd, = hiEbiEj where hiD are determined via the MSE for each informatiotadaws, and let each
H, =h,.
i

H
Step 7: In the case of discontinuities, begimpplying (a)dg oy = H :7 and (b)H,,; < H; in the identified

points in H; from the pilot plot. The window sizes obtained aubstituted into equation (1.1) above to obtain
accompanying density estimates.
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3.2 Statistical Properties of the Proposed Modified Multivariag¢ Cluster Sampling Kernel
Density Estimation

1. The estimates of the smoothing parametersardlesnia modified multivariate cluster sampling kefndensity

estimation approach when compared to the kernegkestaeighbour approach or the Cluster samplingogmh. This will

contributes significantly to the density estimayeshowing more hidden features of the density.

2. The choice of the smoothing parameters at the padfitdiscontinuities follows the step 6 in the althm

(H) and generally sr(op (Hisa) < dsriom (Hi)

procedure dgr oy (H) =
in steps 7 of the proposed algorithm lisTénables the bandwidth to be
controlled such that no new bandwidth would bedartan the preceeding bandwidths in the same dimate direction.
This ensures that the scheme is adaptive espeaialhe tails since the tails of any distributior asually sparse. When this
is not the case, each row inverse of the bandwidlttsix is applied.
3 The modified multivariate cluster sampling kermknsity estimation utilized the nearest neighbapproach
scheme, as well as point 2 above to reduce thdeothat could result at the boundaries, parti¢yilhen the data are not
evenly distributed.

4.0  Application of the Proposed Method

In this section, we apply and compare our methbd (hodified multivariate cluster sampling kernehsiéy estimation
(MMCKDE) with densities of fixed kernel size undére mean squared error criterion, the multivar@tester sampling
kernel density estimation (MCKDE). The error progtgn in the proposed MMCKDE with the other appioes listed
above would be compared.

Application of the proposed MMCKDE method. We obtad bandwidths and density estimates using Mathean&tO
Program. These are given in Table 1 and Table @bel

Table 1 Estimated bandwidths for the multivariate clustempling kernel density estimation (MCKDE) and thedified
multivariate cluster sampling kernel density estiora(MMCKDE) approaches from the adjusted expéataiaximization
values for data set with missing observation iq(#g) 310).

Data point | Approaches
X Fixed | MCKDE race | MMCKDE | Fixed | MCKDE | MMCKDE
HRace Race Hlncome Income Income
1 0.25 0.25 0.25 5.15 5 5
2 0.25 0.25 0.25 5.15 7.5 7.5
3 0.25 0.25 0.25 5.15 45 45
4 0.25 0.25 0.25 5.15 13 6.5
5 0.25 0.25 0.25 °.15 5.5 2.75
6 0.25 0.25 0.25 5.15 4.16 3.98
7 0.25 0.25 0.25 5.15 5 5
8 0.25 0.25 0.25 5.15 9 45
9 0.25 0.25 0.25 5.15 1 1
10 0.25 0.25 0.25 5.15 5.4 5.4
11 0.25 1 0.5 5.15 5.4 5.4
12 0.25 0.25 0.25 5.15 3.5 3.5
13 0.25 0.25 0.25 5.15 45 45
14 0.25 0.25 0.25 5.15 5.14 5.14
15 0.25 0.25 0.25 °.15 3.64 3.64
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16 0.25 0.25 0.25 °.15 1.71 171
17 0.25 1 0.5 5.15 1.71 0.011
18 0.25 0.25 0.25 5.15 4.69 4.69
19 0.25 0.25 0.25 5.15 11.5 5.75
20 0.25 0.25 0.25 5.15 1.06 1.06
Var 0 0.2812 0.1875| 0 8.003 7.7639

Table 2 Estimated densities for the multivariate clustampling kernel density estimation (MCKDE) and thedified
multivariate cluster sampling kernel density estiora (MMCKDE) a approaches from the adjusted exgutbah
maximization values for data set with missing otation in [28](Pg 310).

Data point Approaches
X Fixed MCKDE | MMCKDE Fixed MCKDE | MMCKDE
Race
H density Race H densitycome | income Income
Race
1 0.0414( 0.0414 0.0414 0.0543 0.051 0.0548
2 0.0414( 0.0414 0.0414 0.099 0.0981 0.099
3 0.0414( 0.0414 0.0414 0.0674 0.066 0.0674
4 0.0414( 0.0414 0.0414 0.0109 0.0109 0.016B
5 0.0414( 0.0414 0.0414 0.0348 0.0348 0.03y
6 0.0414( 0.0414 0.0414 0.0565 0.0565 0.07y
7 0.0414( 0.0414 0.0414 0.0177 0.0174 0.0174
8 0.0414( 0.0414 0.0414 0.0301 0.0331 0.032p
9 0.0414( 0.0414 0.0414 0.0042 0.0043 0.004B
10 0.0414( 0.0414 0.0414 0.0231 0.0279 0.027p
11 0.0482( 0.0488 0.0499 0.0267 0.0312 0.032¢4
12 0.082 0.082 0.082 0.0431 0.0435 0.055¢4
13 0.082 0.082 0.082 0.0621 0.063 0.063
14 0.082 0.082 0.082 0.0846 0.0853 0.086[
15 0.082 0.082 0.082 0.0693 0.0695 0.069p
16 0.0414( 0.0414 0.0414 0.0414 0.0401 0.026}
17 0.0414( 0.0414 0.0418 0.0826 0.0826 0.082p
18 0.0414( 0.0414 0.0414 0.0825 0.0825 0.082p
19 0.0414( 0.0414 0.0414 0.0341 0.0345 0.034f
20 0.0414 0.0414 0.0414 0.0279 0.0279 0.025f
Density
Sum 0.9972 0.997¢ 0.9993 0.9523 0.9601 0.9p27

Density estimates of the data set with missing slagi®on in [28](Pg 310) using MCKDE and MMCKDE metls estimates
with the optimal fixed h = 5 approach.
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In practise, the smaller the variance of the esgiihe better will its contribution to the overd#nsity estimation, as we do
not know the true densityf (X) -[7,9,29-31]. We have reduced variances in oappsed approaches. See Tablel.

One way of evaluating the method of adaptive windme selection is to compare it to the optimagdixvindow size (this is
a pilot plot)- [7,4,32-35]. Our new approach behaveguite a similar manner. The other approacloiait at reducing the
AMISE rate in the bandwidth selection method anteoeonvergence rate.

Below are the table of the calculated bandwidtlect@&ns errors and convergence rate from the dattavgh missing
observation in [28](Pg 310).

The relative errorsh” (which is the error in relation to the fixed opéinbandwidth value) AMISE " and the convergence
rates of methods are given below.

Table 3 Table of bandwidth selections errors and cormecg rate from the estimated bandwidths for thetivawlate
cluster sampling kernel density estimation (MCKD&)d the modified multivariate cluster sampling rigtr density
estimation (MMCKDE) approaches from the adjustegeetation maximization values for data set withgimig observation
in [28](Pg 310).

Approach Relative error h* AMISE"® Convergence rate
MCKDE 0.1000 0.1091 1.7552x1073 0.7411
MMCKDE 0.0080 0.0041 1.5196x1073 1.9763

Table 3 showed that there are reduced relativesiy’ (which is the error in relation to the fixed opéihbandwidth value)

andAMISE " in the proposed methods. The proposed methodsfhater convergence rates compared to their atigin
versions. That is, the MMCKDE have lower error @gation and faster convergence rates when useitoa¢es the data
in [28](pg310) data with fixed and the MCKDE appechas respectively.

The graphical display of these densities approaategiven in figure 1-3.

Fixed H Race

5
Fixed Income

20

Data Points

Figure 1: Density for the dataset using the fixed H approach
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IO
AR
MCKDE Race 006 . { %\\:{\%

2

.05
MCKDE Income

20 00
Data Points

Figure 2: Density for the dataset using the MCKDE approach.
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Figure 3: Density for the dataset using the MMCKDE approach.

The various approaches have identifiable differerfoem Figures 1-3, using the fixed H, MCKDE and I@KIDE for the
dataset in Little and Rubin (2002) page 310.

The estimated bandwidth selection errors and cgense rates from the adjusted expectation maxirmizatlues for data
set with missing observation in [28](Pg 310) data,the various methods favour the useof the MMCDdfiproach over the
other approaches. This is because its bandwidtinseare smaller as well as having higher convergeaie. The MMCKDE
has some improvement over the MCKDE approach. Tlasebe seen in Table 3. Generally, the AMISE shdves
difference between the “true density” and the estéd density. The AMISE for MMCKDE is smaller thérat of MCKDE
approach.

5.0 Conclusion

We have present a modified multivariate clusterarg kernel density estimation (MMCKDE) approadthis bandwidth
selection approach that is dependent on the dd&pae). When proper data representations ardrestjuadaptive window
sizes should be employed in its density estimatihen the quality of the proposed adaptive deresitymates obtained was
assessed with some other approaches, we obsemedisprovements. These are assessed and seenhthhaeiigAMISE
error sizes and rates of convergence. The fixedwaith approaches are not adaptive.
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