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Abstract 

 
A modified cluster sampling multivariate kernel density estimation (MMCKDE) 

approach is proposed. This approach is based on the relevant ideas of estimating the 
population clusters from the data set. Basically, we form empirical clusters samples, 
which are observations grouped into data cluster either via rows or columns 
information according to the empirical cluster they belong. The bandwidth 
parameters derived by these approaches based on the data set clusters are used to 
smooth the density. The estimates from the proposed approach showed some 
improvements over the existing methods and the fixed bandwidth method with real 
life data. This approach compensate for discontinuities in the estimated density curve 
(pilot plot) by some adjustment/modification to avoid or correct such discontinuities. 

 

1.0     Introduction 
Data density estimation provides a nonparametric estimate of the probability function from which a set of data is drawn. In 
pattern recognition, optimal algorithms often require the knowledge of underlying densities of signal and/or noise.  Primarily, 
it is better to estimate the density from the data. In density estimation, the true density is unknown.  Researchers have shown 
that most real life problems are multivariate in nature. This work is based on the multivariate density estimation which 
provides estimates of the probability function from which a set of data is drawn. One of the most well-known and popular 
techniques of density estimation is the kernel density estimation (KDE). It is a nonparametric estimation approach which 
requires a kernel function and a window size (smoothing parameter H). In this study, we proposed adaptive approach that is 
based on data at hand. 
Furthermore, Researchers have shown that estimates based on the varying window sizes in estimating density are superior to 
estimates based on optimal constant-sized window size –[1-3].  Also, it has been widely regarded that the performance of the 
kernel methods depends largely on the smoothing parameter (window width) but depends very little on the kernel. We 
observed most times, analyses of multivariate data are more prevalent in practice than the univariate cases [4-5]. The crucial 
problem in the multivariate kernel density estimation (MKDE) is to select the window widths (bandwidth parameters) H. The 
window widths control the smoothness of the fitted density curve. In literature, studies considering the problem of window 
size selection in MKDE exist–[6,7,8,9,1,2,4,10,11], each exploring possible ways of improving on the smoothing effects of 
the window sizes. 
Considering the variable window sizes on the cluster sampling multivariate kernel density estimation approach for estimating 
densities, points for improvements were identified, so that the methods could be adaptive to the MKDE.  In most cases, the 
above methods could lead to under fitting, an indication that the methods are often less optimal. In this research work, we 
propose data-driven approach that require only the knowledge of the use of pilot plots and the bandwidth sizes from the data 
set with a view to correcting the identified problems, while aiming for lower asymptotic mean integrated square error 
(AMISE) and a faster rate of convergence in the approach. The aim of this study is basically on how to fit density to 
multivariate data sets. The multivariate kernel density estimator that we are going to study is a direct extension of the 

univariate estimator. Let nXX ,...,1  denote a d-variate random sample having a densityf . We shall use the notation 
T

inii XXX ),...,( 1=  to denote the iX  and a generic vector dx ℜ∈  has the representation T
dxxx ),...,( 1= . The d-

variate random sample nXX ,...,1  drawn from f  the kernel estimator evaluated at x  is given by; 
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where n is the sample size, and H  is a symmetric positive definite d x d matrix called the  window widths, the smoothing 

parameters or the bandwidth matrix, )()( 2
1

2
1

xHKHxK H

−−= ,  . stands for the determinant of H and K is d-variate 

kernel satisfying ∫ = 1)( dxxk , where the integral is over dℜ  unless stated otherwise. The kernel function is often taken to 

be a d-variate probability density function. 

The matrix H is a smoothing parameter and specifies the ‘width’ of the kernel around each sample pointiX . A well behaved 

K (that is a kernel bounded compactly) must satisfy the following regularity conditions: 

1. ∫ = 1)( dwwKdR
 

2. ∫ = 0)( dwwwKdR
 

3. ∫ = d
T

R
IdwwKwwd )(  

Where dI  is a d dimensional identity matrix. 

The first condition accounts for the fact that the sum of the kernel function over the whole region is unity. The second 

condition imposes the equation constraint that the means of the marginal kernel diwK ii ,...,1),( =  are all zero. The third 

condition term states that the marginal kernels are all pairwise uncorrelated and each has unit variance. We shall apply the 
product kernel in this work. 
      However, the most important part of the estimator in (1.1) is the bandwidth matrix which contained the window sizes 
used for smoothing density.  The fixed window size method are not sensitive to local peculiarities in the data, such as  
clustering/sparseness of sample value. Here the smoothing parameter H varies, hence the "adaptive" techniques. This new our 
approach attempt to compensate for the loose of some discontinuities in the estimated density curve (pilot plot) by some 
adjustment/modification to avoid or correct such discontinuities.  
   The motivation for this work arose from the works on the nearest neighbour approach by Loftsgaarden and Quesenberry 
[12], and the cluster approach to density estimation by Wu and Tsai [10,13]. These methods are adaptive to unknown data 
density. Generally, the true density is unknown, hence, the search for an approach to get the true density. Therefore, we adopt 
the advantage of varying the smoothing parameter which helps in determining the true density –[7,9,5]. Though these 
methods are adaptive, one is also tasked with how sensitive these methods are? What are the errors committed using these 
methods? These questions lead to the need for their improvement.  
 
2.0   Literature Review 
The literature for bandwidths choices in the multivariate kernel density estimation is not quite extensive, a number of the 
methods exist-see [4,9,10,14]. There exist some methods of estimating multivariate kernel density. Some of these methods 
use a fixed window width. However, the approach that uses varied window widths in the course of density estimation which 
seems adaptive are few. A review of available variable methods showed basically that the cross-validation, the plug-in 
bandwidths approaches or any subjective method (which are fixed smoothing approaches). There is the cluster and the 
average cluster approach by Wu and Tsai [13] and Wu et –al [10] which are more data sensitive are used in the MKDE. The 
window width controls the smoothness of the fitted density curve. The true density is unknown.  
  There is stata approach to nonparametric estimation of density functions. Its various versions include; kdensity by Salgado-
Ugarte et al [15,16,17] for bandwidth selection and estimation  and the Stata module akdensity approach by Philipe [18]. 
These approaches are software modification of fixed window size with pre-stated adjustments. Their usage depends on the 
choice of the users. Their efficiencies are as determined by their developers. They have smooth curve. They do not adapt to 
small data sizes. Even if users adjust sample sizes, the software uses its self commands.  They use large sample size 
approximation in their evaluation. According to Bowman and Azzalini  [1], software approaches serves as guides as stated in 
the user’s manual. 
Another adaptive method developed is the ICI approach by Katkovnik [19], and Katkovnik and Shmulevich [12] for 
univariate kernel density estimation, which may be extended to the multivariate density with appropriate modification. There 
is bootstrap choice of smoothing parameter.This is a multiple resampling technique used for determining the best choice for h 
or the confidence interval on which it can be chosen, when MISE*{f*(X; H)} is obtained. See [7,9,20,21]. There is also the 
smoothing by weighted average of rounded points discussed in [7] and the Mean shift approach to KDE by Comaniciu and 
Meer [22]  for univariate data density. It is an adjustment using the fixed smoothing parameter method. 
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Cluster sampling approach to MKDE in [13,10,3] uses the information matrix rows and columns to form clusters for 
sampling, where the cluster sizes and bandwidths factors are use to achieve the smoothing parameters. The method is 
adaptive, but with some points of discontinuities. Wu and Tsai in [13] first proposed the cluster sampling technique to 
MKDE. There is the Mean shift-based clustering approach to MKDE in [3] which utilizes the mean shift (average 
difference) of the successive bandwidths. Wu et –al in [3] worked on the average cluster sampling approach to density 
estimation. The multivariate cluster sampling kernel density estimate (MCKDE) adjust the amount of bandwidths using some 
idea from cluster sampling estimation of the multivariate data set.  Its smoothing parameter is an n dimensional matrix 
obtained from forming relevant number of clusters in an information matrix. To correct the problem of discontinuities at 
some points in the cluster sampling approach to MKDE, Wu  et al in [10] suggested the average cluster sampling approach to 

density estimation. In this case, the bandwidth factors ii Xtob according to the number of clusters formed are calculated. 

They use the average values of these factor  to choose the bandwidths H.  Wu et –al in [3] mainly use the average cluster 
method which reflects the average number of  clusters formed. These are attempts to reduce the discontinuities experienced in 
the Cluster sampling approach to MKDE. 
When we consider the variable window sizes works on the Cluster sampling approach to MKDE though the methods are 
adaptive, one is tasked with how sensitive are these methods? What are the errors committed using these methods? These 
questions led to the reasons for their modifications. We identified points for improvements, so that the methods could be 
more adaptive.  
 
3.0 Methodology 
3.1 The Modified Multivariate Cluster sampling Kernel Density Estimation (MMCSKDE) 
The most commonly used optimality criterion for selecting a bandwidth matrix is the mean integrated squared error (MISE) 

dXXfXfEHMISE
h

2
^

)]()([{)( −= ∫  (3.1) 

where   ∫ is a shorthand notation for ∫ nR
and  X   is in  n  Euclidean plane nR  

This equation (3.1) is in general does not have a closed- form expression, so we result to its asymptotic approximation 
(AMISE). Hence (3.1) could be factored as 

)()()()()( 4
2

24
11 2

1

HvecHvecKmKRHnHAMISE TT ψ+≈ −−  (3.2) 

where  

• ∫= ,)()( 2dXXKKR  with 2)4()(
d

KR
−= π  when K is a normal kernel. 

• ∫ = d
T IKmdXXKXX )()( 2

2 , with matrixidentityddthebeingId ×  and 12 =m  for the normal kernel. 

• ddisfD ×2  Hessian matrix of second order partial derivatives of f . 

• dXDvecXfvecD T ))()(( 22
4 ∫=ψ  

• D is a diagonal matrix with elements ddXXX ,...,, 2211  

• vec is the vector operator which stacks the columns of a matrix into a single vector. For example, 

[ ]Tecba
eb
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vec =








 , see [25].   

         We observed that the quality of the AMISE to the MISE is given by  

)()()( 21 2
1

trHHnoHAMISEHMISE ++= −−  (3.3) 

 where o indicates the usual o notation. This implies that AMISE is a ‘good’ approximation of the MISE as ∞→n . It has 

been shown that optimal bandwidth selector H has )( )4(
2
+−= dnOH . Substituting this into equation (3.3) yield the optimal

)(HMISE order as )( )4(
4
+−

dnO - [25].  The big O notation is applied element-wise. Thus when ∞→n , 0→MISE . This 

implies the kernel density estimate converges in mean squared error and so also in probability to the true densityf . 

According to Wand and Jones and Horova et al, they asserted that it was better to estimate optimal MISE element-
wise.[9,11]. They further asserted that the ideal optimal bandwidth selector that is point wise adaptive is given by 
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AMISE Η∈
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Since this ideal bandwidth selector contains the unknown density function f , that cannot be used directly. So some data 

density based approaches fixed the choice of bandwidth constant.  However, we shall adopt point-wise adaptive bandwidth 
procedures in estimating densities. 
      The bandwidths used for the cluster approach by Wu et al are optimal for information row/column (one dimensional) 
bandwidth per time in the multivariate data set [24]. That is, it uses one bandwidth in the row or column during row/column 
cluster bandwidth selection. It is only row or column adaptive. Our approach is to make bandwidth selection to be data based 
on the smallest size of the row or column samples selections from the information matrix. 
Our procedure is basically a minimization of )(HAMISE with respect to H, where it is equivalent to the selection of 

optimal },...,,{ 21 nij HHHinh . This method is a modification of the cluster sampling approach to density estimate. The 

modified multivariate cluster sampling kernel density estimate (MMCSKDE) is a modification of cluster sampling kernel 
density estimate by adjusting the amount of bandwidths using some idea from the kernel nearest neighbour estimation of the 
density to the multivariate data.  Its smoothing parameter would be a dn × dimensional matrix obtained from forming 
relevant number of clusters in an information matrix. The Euclidean distance would be used to form bandwidths   . 

Let bhh ∗= . According to Silverman, we call b the bandwidth factor and ∗h the global smoothing parameter [7,23]. The 

common procedure is to first choose b adaptively and then ∗h  , by regarding b as fixed.  But Wu et al in [10] used ibhh ∗= , 

where ),...,( 1 nbbb =  are the bandwidths factors reflecting the average local clusters from iX  and adopt the stabilized 

fixed bandwidths selector of Wu and Tsai in [13] to select the global smoothing parameter. This approach gives a diagonal 

bandwidth matrix of varying smoothing parameters ih . In our proposed approach, since we aim at element wise adaptive 

density estimation for any given data setijX .  

We have more bandwidth factors according to the number of clusters form (starting from step 3 in the proposed algorithm) 
from the element wise groups from the information data rows. Then we have 

jii bhH ∗
∗=         (3.5)   

where ni ,...,1= , ini ,...,1=∗  and dj ,...,1=  . 

with H a finite set of optimal bandwidths nHHH ,...,1=  and each iji hH = , we choose our ∗
ih  via each information data 

rows’ MSEh . That is using the MSE approach to get each∗
ih . This is more data sensitive to any fixed 

∗h .  
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 Then 
ji

b ∗  will be small if as ∗i
n  is large (that is a large number of mergers involving iX ). Basically, from the data set, the 

above scheme clusters are formed from the nearest nested sequence of clusters information data rows’ elements  

},...,{...}{ 110 niniii XXCCCX
i

=⊂⊂⊂=
∗

   (3.7) 

This procedure gives a full bandwidth matrix of vary smoothing parameters for possible values of data sizes for i rows and j 

columns.  jiandji >≤ . 

To correct the problem of discontinuities at some points in the cluster sampling approach to MKDE, points of discontinuity in 
the estimation are identified using the cluster sampling approach as a pilot guide. In this case, the use of standard techniques 
from cluster analysis is applied. Here, a modified sampling idea similar to [13] is developed.  In this case, when we consider 

the bandwidth factor ii Xtob according to the number of clusters form, and use the idea of density at the boundaries to 

choose the bandwidths H. Wu and Tsai used the average cluster method which reflects the average local clustering form. In 
this work a proposed scheme to address points of discontinuities is suggested. 
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 We  supposed that f   is a density function such that 0)( =xf for 0<x  and 0)( >xf  for 0≥x . We further suppose 

that f ′′  is continuous away from 0=x . Then, we have ,)()();(
1
∫
−

∧
−=

α

dzhzxfzkhxf  where 10 ≤≤ α -see [9](p.46-

47). Then at the boundary they obtained 

)()0();0( 2
1 hOfhfE +=

∧
 (3.8)                 

We use this idea base on the intuitive knowledge of kernel estimator having to find a compromise between estimating two 
distinct values of f on either side of discontinuity.  We propose the use of semi inter-quartile range at the boundary values. 

Since the location of the boundary of );( Hxf
∧

 is usually known, we adopted this to achieve better performance in its 

vicinity. Suppose, we have for S number of row clusters and T number of column clusters, we have;  

∑∑
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S Tn
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n

j
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where  ∑∑
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j
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2
11 )(                              see Gray for lengths and distances’ details [27]. 

v

H
HH i

i ==   and ii HH ≤+1 .                                                                                                (3.10) 

  where  }{ iji hH = . Subjectively we adopt 2=v , where v  is a positive real number. 

The bandwidth sizes obtained are substituted into equation (1.1) above to obtain accompanying density estimates. The 
proposed algorithm is presented below 
The modified procedures are: 
Step 1: start with n clusters, each containing a single observation and an nxn symmetric matrix of distances }{ ijdD = . 

Step 2: Search the distance matrix for the nearest pair of clusters. Let the distance between the ‘’nearest’’ clusters S and T be 

∑∑
= =

=
S Tn

i

n

j
ijST dd

1 1

 in the case of observation i in the cluster S and observation j in the cluster T, and  TS nandn  are the 

number of observations in cluster S and cluster T, respectively. 
Step 3: Merge (combine) cluster S and T. Label the newly formed cluster (ST). update the entries in the distance matrix by 
(a) deleting the row’s element and column’s element corresponding to clusters S and T elements and (b)  adding a row’s 
element and a column’s element giving the distances between cluster (ST) and the remaining clusters elements. 
Step 4: Repeat steps 2 and 3 a total of  1−n  times so that all observations will be in a single cluster at termination of the 
algorithm. Record the clusters that are merged and the distance levels at which the mergers take place. 

Step 5: Let 
ji

b ∗  distance level of iX  in the dendrogram. Specifically, if ∗in  denotes the total number of times that a cluster 

containing iX  is merged into a larger cluster (that is, total number of mergers that involve iX ), and ∗∗ ini
i

ll ,...,
1

 the 

distance level at which these in  mergers take place, then                ∗∗∗ ≡
iniji

i

b ll ,...,
1

. 

Step 6:  generate 
jiii bhH ∗

∗=   where ∗
ih  are determined via the MSE for each information data rows, and let each 

iji hH = . 

Step 7:   In the case of  discontinuities,  begin by applying  (a) 
2)(

i
OptST

H
Hd ==   and (b) ii HH ≤+1  in the identified 

points in iH  from the pilot plot.  The window sizes obtained are substituted into equation (1.1) above to obtain 

accompanying density estimates. 
 
 
 
 

Journal of the Nigerian Association of Mathematical Physics Volume 34, (March, 2016), 123 – 132 



128 

 

On A Modified Multivariate…           Ogbeide, Osemwenkhae and Oyegue    J of NAMP 

 
3.2     Statistical Properties of the Proposed Modified Multivariate Cluster Sampling Kernel 
 Density Estimation 
1. The estimates of the smoothing parametersare smaller in modified multivariate cluster sampling kernel density 
estimation approach when compared to the kernel nearest neighbour approach or the Cluster sampling approach. This will 
contributes significantly to the density estimate by showing more hidden features of the density. 
2. The choice of the smoothing parameters at the points of discontinuities follows the  step 6 in the algorithm 

procedure    
2

)(
)()(

i
OptST

H
Hd =    and   generally 

         in steps 7 of the proposed algorithm 1. This enables the bandwidth to be 
controlled such that no new bandwidth would be larger than the preceeding bandwidths in the same co ordinate direction. 
This ensures that the scheme is adaptive especially at the tails since the tails of any distribution are usually sparse. When this 
is not the case, each row inverse of the bandwidths matrix is applied. 
3 The modified multivariate cluster sampling kernel density estimation utilized the nearest neighbour approach 
scheme, as well as point 2 above to reduce the problem that could result at the boundaries, particularly when the data are not 
evenly distributed. 
 
4.0   Application of the Proposed Method 
In this section, we apply and compare our method (the modified multivariate cluster sampling kernel density estimation 
(MMCKDE) with densities of fixed kernel size under the mean squared error criterion, the multivariate cluster sampling 
kernel density estimation (MCKDE). The error propagation in the proposed MMCKDE with the other approaches listed 
above would be compared.  
Application of the proposed MMCKDE method. We obtained bandwidths and density estimates using Mathematica 6.0 
Program. These are given in Table 1 and Table 2 below. 
Table 1: Estimated bandwidths for the multivariate cluster sampling kernel density estimation (MCKDE) and the modified 
multivariate cluster sampling kernel density estimation (MMCKDE) approaches from the adjusted expectation maximization 
values for data set with missing observation in [28]( Pg 310). 
Data point Approaches 

  X                       Fixed 
HRace 

MCKDE Race MMCKDE 
Race 
  

Fixed 
HIncome 
  

MCKDE 
Income 

MMCKDE 
Income 

      

1 0.25 0.25 0.25 5.15 5 5 

2 0.25 0.25 0.25 5.15 7.5 7.5 

3 0.25 0.25 0.25 5.15 4.5 4.5 

4 0.25 0.25 0.25 5.15 13 6.5 

5 0.25 0.25 0.25 5.15 5.5 2.75 

6 0.25 0.25 0.25 5.15 4.16 3.98 

7 0.25 0.25 0.25 5.15 5 5 

8 0.25 0.25 0.25 5.15 9 4.5 

9 0.25 0.25 0.25 5.15 1 1 

10 0.25 0.25 0.25 5.15 5.4 5.4 

11 0.25 1 0.5 5.15 5.4 5.4 

12 0.25 0.25 0.25 5.15 3.5 3.5 

13 0.25 0.25 0.25 5.15 4.5 4.5 

14 0.25 0.25 0.25 5.15 5.14 5.14 

15 0.25 0.25 0.25 5.15 3.64 3.64 
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16 0.25 0.25 0.25 5.15 1.71 1.71 

17 0.25 1 0.5 5.15 1.71 0.011 

18 0.25 0.25 0.25 5.15 4.69 4.69 

19 0.25 0.25 0.25 5.15 11.5 5.75 

20 0.25 0.25 0.25 5.15 1.06 1.06 

Var 0 0.2812 0.1875 
 
0 8.003 7.7639 

 
Table 2: Estimated densities for the multivariate cluster sampling kernel density estimation (MCKDE) and the modified 
multivariate cluster sampling kernel density estimation (MMCKDE) a approaches from the adjusted expectation 
maximization values for data set with missing observation in [28](Pg 310).  

Data point Approaches 

 X Fixed MCKDE 
Race 

MMCKDE Fixed MCKDE MMCKDE 

H density 
Race 

Race H densityIncome Income Income 

          

1 0.0414 0.0414 0.0414 0.0543 0.051 0.0543 

2 0.0414 0.0414 0.0414 0.099 0.0981 0.099 

3 0.0414 0.0414 0.0414 0.0674 0.066 0.0674 

4 0.0414 0.0414 0.0414 0.0109 0.0109 0.0163 

5 0.0414 0.0414 0.0414 0.0348 0.0348 0.037 

6 0.0414 0.0414 0.0414 0.0565 0.0565 0.077 

7 0.0414 0.0414 0.0414 0.0177 0.0174 0.0174 

8 0.0414 0.0414 0.0414 0.0301 0.0331 0.0329 

9 0.0414 0.0414 0.0414 0.0042 0.0043 0.0043 

10 0.0414 0.0414 0.0414 0.0231 0.0279 0.0279 

11 0.0482 0.0488 0.0499 0.0267 0.0312 0.0324 

12 0.082 0.082 0.082 0.0431 0.0435 0.0554 

13 0.082 0.082 0.082 0.0621 0.063 0.063 

14 0.082 0.082 0.082 0.0846 0.0853 0.0867 

15 0.082 0.082 0.082 0.0693 0.0695 0.0695 

16 0.0414 0.0414 0.0414 0.0414 0.0401 0.0267 

17 0.0414 0.0414 0.0418 0.0826 0.0826 0.0826 

18 0.0414 0.0414 0.0414 0.0825 0.0825 0.0825 

19 0.0414 0.0414 0.0414 0.0341 0.0345 0.0347 

20 0.0414 0.0414 0.0414 0.0279 0.0279 0.0257 
Density  
Sum 0.9972 0.9978 0.9993 0.9523 0.9601 0.9927 

Density estimates of the data set with missing observation in [28](Pg 310) using MCKDE and MMCKDE methods estimates 
with the optimal fixed h = 5 approach.  
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In practise, the smaller the variance of the estimate, the better will its contribution to the overall density estimation, as we do 
not know the true density )(xf  -[7,9,29-31].  We have reduced variances in our proposed approaches. See Table1. 

One way of evaluating the method of adaptive window size selection is to compare it to the optimal fixed window size (this is 
a pilot plot)- [7,4,32-35]. Our new approach behave in quite a similar manner. The other approach is to aim at reducing the 
AMISE rate in the bandwidth selection method and better convergence rate.  
Below are the table of the calculated bandwidth selections errors and convergence rate from the data set with missing 
observation in [28](Pg 310).  

The relative errors, ∗h  (which is the error in relation to the fixed optimal bandwidth value), ∗AMISE  and the convergence 
rates of methods are given below.  
Table 3:  Table of bandwidth selections errors and convergence rate from the estimated bandwidths for the multivariate 
cluster sampling kernel density estimation (MCKDE) and  the modified multivariate cluster sampling kernel density 
estimation (MMCKDE) approaches from the adjusted expectation maximization values for data set with missing observation 
in [28](Pg 310). 
Approach Relative error ∗h  ∗AMISE  Convergence rate 

MCKDE 0.1000 0.1091 3107552.1 −×  0.7411 

MMCKDE 0.0080 0.0041 3105196.1 −×  1.9763 

Table 3 showed that there are reduced relative errors, ∗h  (which is the error in relation to the fixed optimal bandwidth value) 

and ∗AMISE  in the proposed methods.  The proposed methods have faster convergence rates compared to their original 
versions. That is, the MMCKDE have lower error propagation and faster convergence rates when used to estimates the data 
in [28](pg310) data with fixed and the MCKDE approaches respectively.         
The graphical display of these densities approaches are given in figure 1-3. 
 
 
 
 

 
Figure 1: Density for the dataset using the fixed H approach. 
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Figure 2: Density for the dataset using the MCKDE approach. 

 
Figure 3: Density for the dataset using the MMCKDE approach. 
The various approaches have identifiable differences from Figures 1-3, using the fixed H, MCKDE and MMCKDE for the 
dataset in Little and Rubin (2002) page 310. 
The estimated bandwidth selection errors and convergence rates from the adjusted expectation maximization values for data 
set with missing observation in [28](Pg 310) data, via the various methods favour the useof the MMCDKE approach over the 
other approaches. This is because its bandwidth errors are smaller as well as having higher convergence rate. The MMCKDE 
has some improvement over the MCKDE approach. These can be seen in Table 3. Generally, the AMISE shows the 
difference between the “true density” and the estimated density. The AMISE for MMCKDE is smaller than that of MCKDE 
approach. 
 
5.0 Conclusion   
We have present a modified multivariate cluster sampling kernel density estimation (MMCKDE) approach. This bandwidth 
selection approach that is dependent on the data (adaptive). When proper data representations are required, adaptive window 
sizes should be employed in its density estimation.  When the quality of the proposed adaptive density estimates obtained was 
assessed with some other approaches, we observed some improvements. These are assessed and seen through their AMISE 
error sizes and rates of convergence. The fixed bandwidth approaches are not adaptive. 
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