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Abstract

Inflation variability over time has been the focusf both investors and financial
analysts as the fluctuations in prices enunciateetlstability of investing in a given
stock or sector of the economy cum the manner iniethvolatility is measured,
contributes to the problem of unexpected volatilitfhe aim of this paper is to
demonstrate an approach to multivariate volatilitynodeling via the cholesky
decomposition. An application using three firms frothree major sub-sectors of the
manufacturing sector of the Nigerian economy is gented. The volatility series of
these sampled firms are indicators of the inflatiorariability of the economy within
the period under consideration.

Introduction

Time-varying volatility is endemic in financial meats and this has been known for a long time. Redpe conceptual beaut
y of the trading realized volatilities and covadan, there are humerous practical issues such @suneenent error [1], missi
ng observations [2], the presence of discontinyonng processes [3]to be potentially dealt with. Tdea of Volatility Index(
VIX) and financial instruments based on such amxaas first developed in [4]. The volatility of#ock is simply the stand
ard deviation of its returns.lt is the statistio@asure of the dispersions of returns of a giverketandex. Cholesky decomp
osition is an algorithm that takes a symmetric fpeessidefinite matrix and factorizes it as a prodofca triangular matrix and
its transpose.

2.0

Methodology

There are several ways of adopting cholesky decsitipo in the modeling of volatility, but the methemployed in this pa
per encompasses the following:

(i)

(if)
(iif)
(iv)

2.1

The recursive least squares method.

The Exponentially Weighted Moving Average procedig&/MA).
Univariate GARCH (1,1) procedure.

Inverses of lower triangular matrices with diagoelgiments being unity.

The Log Returns of Prices

With the assumption of zero dividends, the netrretf an assetR ) is given as:

P
R[ = _t—l
Pt—l (1)
Whereas the simple gross returns over k-periods/én as:
R +1=
Pt—k (2)
A continuously compounded returns is given in [§] a
r. =In(R +1
. =In(R +1) -
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WhereF? = the price of the asset at time't’.

PH: the price of the asset at one period lag ofietat time ‘t-1).

2.2 Cholesky Decomposition
Given a symmetric positive definite matrix ‘A’, lifis a lower triangular matrix; then matrix A cae decomposed as:

A=LL @)
where
a; aQp a3 l, 0 O PR PYR P
A=lay 8y, ag|,L=|ly 1, O LT =0 1, I
a3 83 g YRR PR P 0 0 Ig ®)

and the diagonal elements are given by:

e = /lag —ijzi 6)
The off diagonal elements are given by:
1 et .
Iik:—(ajk—Z;I”ijj di > k.
i=

Ikk

(7)

2.3 The Method of Recursive Least Squares
This method given in [6] is of the form:

Y1:a11)<1+a12)(2+ul (8)
Y2 = a21>(l+a'22)<2 +a23x3 +b21Y1+ U2 (9)
Y3 = aSle + a34>(4 + b31Y1 + b32Y2 + U 3 (10)
In matrix form, we have:
BY =AX + U (11)
where
1 0 0 Y, a, a, 0 O

B=|-b, 1 O0|,Y=|Y,|,A=|a, a, a, 0 [X=

- b31 - b32 1 Y3 Q3 Q3 Q33 Ay

(12)

X X X X
c
1
c

2.4 The Univariate GARCH (1,1) Process
A GARCH (q,p) process is given as:

oh =ay+ a Xy t.ta Xy +Bo%a +.. .+ Bot,, tOZ (13)
where
o4 >0, a=00i=12..,q, B;200)=12..,p.
Thus a GARCH (1ptdcess is written as:
o’ =a,+a, X%+ p0% (14)

2.5 The EWMA Procedure
The EWMA forecast equation is given as:

Z,00)=@- 1)z, +1z,,) (15)
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Hence the infinite autoregressive representatich@EWMA is given in [7] as:
2,0)= - Nz 4 A2+ 24 K2y (16)
where Z, = the observed data (sales or prices) at a gives ‘ti.

~

Z, (1) = the one step ahead forecast of all the obsenabf time‘t+1’ made at time't'.

2.6 A Summary of the Algorithm of the Multivariate Volatility Modeling Via Cholesky
Decomposition:
Consider a k-dimensional innovatio@,” with volatility matrix ‘> ’, and let ‘F_, ’ denote the information available at

time ‘t —1"; cholesky decomposition performs linear orthodotransformations via a system of multiple linear
regressions.

Let b, =a, ).

= +
Consider the simple linear regression % ’letth bzt (18)
here —_ Cov(a'Zt ) blt / Ft—l) (19)

P = b,

In practiceﬂnt is estimated using the ordinary least squares adegfiven the available data iA,_, .Based on the least

squares theoremb,,  is orthogonal tob, =a, and Va(bZt /Ft_l) = val(az /Ft_l) - By val(aﬂ / Ft_l)

Va(bZt /Ft—l) = Va'(azt /Ft—l) _IBZJ,t Va(aﬂl / Ft—l) (20)
Now, consider the multiple linear regression:

Ay =VayPy * Vo +by 1)

&y =Ly + Baondy Ty (22)

where, ﬂw are linear functions off/3;; and ﬂzn for J =12. Again, via the least squares theorelpy, is

orthogonal to bott®,; , a, and hence td, andb, . Repeat the priori process of multiple linear esgion until:
3¢ =B t Bk The (23)

Applying the least-squares theory, we can obtaﬂq’;’ the conditional variance of, given F,_,. In addition, b, is

orthogonal toa,, and henceb, fori = 1,2, ...,k-1
Apply the Recursive Least Squares (RLS) estimatiiothe equations (18) to (23) for tHRlinear regression, denote the

estimates by, , where,i = 2,...,K and,@l’,’t is an (i —1) dimensional vector. Wit <A <1 apply the EWMA

procedure withA = 096to obtain smoothed estimates/@f. Specifically, lefiz be the sample mean%ﬁgvt} and

—_— .

ﬂi,t - ﬂi,t —H (24)
be the deviation vector. Compute the smoothed astisrof 5, via

~ =

ﬂi,t - ﬂi,t tH, (25)
Where

Bt =252, + 02, D= 23..

With the initial value of the smoothening being:

n0 _ po
Bi =5 (26)
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Let liyt=aiyt Lfori =2,k 27)

Compute the residual series, given as =, t a,.’,tﬁi,t (28)

where, &, = (alt B, - .a,._lt)

Fit a univariate GARCH (1,1) model to eaﬁn series to obtain the conditional variance procesﬁébsyi’t for
i=12...,k

Compute the fitted volatility matri®_, using ,é,yt and the conditional variance processes, where;

i=12...,kSeel8]

3.0 Dataset, Analysis and Results

The data used in this paper was obtained from tgerfdn Stock Exchange (NSE) daily official priégt.| The data consist of
the average daily prices for the firms under stiithese average daily prices were obtained by sumihi& daily high and
low prices for each day and dividing by 2. The datas now made up of 2100 observations. The datasummed for the
five working days (Monday to Friday) of each weeldahis reduced the observations to 420. This besothe weekly
prices of these firms. The sampled firms are:

(1)Food, beverages and tobacco: PS Mandrides RIGH

(2) Health care: Pharma-Deko PLC.

(3) Industrial/domestic products: Vitafoam NigelRaC.

The data used was for the period (2003-2011) arsdanalyzed using the MTS package in the R software.

= . Cl
g —HL\P R
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Figure 1: Time plots showing the log returns of stock prioé®S Mandrides & Co Plc.
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Figure 2: Time plots showing the log returns of stock prioé®harma-Deko Plc.
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Figure 3: Time plots showing the log returns of stock prioé¥itafoam Nigeria Plc.
Data for the first 28-weeks were omitted from thaetpbecause they were used to initiate the Remitstast Squares (RLS)
estimation.

The results for the Cholesky decomposition usimgRmsoftware is as shown below:
Test Results

Sample means: 0.007959 0.007031 0.011854

Estimation of the first component

Estimate (alphaO, alphal, betal): 0.005445 0.45629

s.e. : 0.000403 0.12218EN

t-value 1 13.5164 3.65290aN

Component 2: Estimation Results (residual series):

Estimate (alphaO, alphal, betal): 0.01167 1 02223

s.e. : 0.001372 0.1950351465

t-value : 8.504057 5.09067125158

Component 3: Estimation Results (residual series):

Estimate (alphaO, alphal, betal): 0.002181 1 @3B5

s.e. : 4e-04 0.11479%10184

t-value . 5.449933 8.719 86380464

For the recursive least squares estimation, tketfirenty-eight (28) observations were used to edeghe initial values so
that the volatility estimation used three hundredhifety two (392) observations; {that is from Aug@804 to December
2011}. The mean equation consists only of samplanmseand the univariate GARCH (1,1) models are uUsedhe
transformed residual series;"ISpecifically, the three univariate GARCH (1,1pdels are:

02 = 0.005445+ 04562947 ,

(29)
o5 =0.01167 + b, , +0.21230203, , (30)
02 =0.002181+bZ _, +0.3954270 2, (31)

where all the estimates are significant at the &%éllLet

é‘t =Z, - A (32)
where all but one of the estimates are signifiedrihe 5% level and the sample means are: (0.0070897031, 0.011854).
Also let us denote the volatility matrix 25 . We apply four tests for the conditional heteraisesticity in the standardized
residuals at the 5% level; with 5-lags and 10-lagpectively. The tests collectively called “Portieau test”, are:

1) Q¢ (m): Ljung-Box Statistics

2) Q((m): robust version of the &m) with 5% tail trimming.
3) Q (m): based on the transformed scalar residyals e

4) Qr(m): rank test based on the rank pf e

These tests are carried out using the MTS packeBe i
Test results: (Tests for heteroscedasticity)
Test results:{AT LAG=5}
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Q(m) of et:

Test and p-value: 0.1310221 0.9996846
Rank-based test:

Test and p-value: 70.49702 8.071321e-14
Qk(m) of epsilon_t:

Test and p-value: 57.40352 0.1016099
Robust Qk(m):

Test and p-value: 114.592 5.455859e-08
Test results:{AT LAG=10}

Q(m) of et:

Test and p-value: 0.2959987 0.9999995
Rank-based test:

Test and p-value: 71.85167 1.944001e-11
Qk(m) of epsilon_t:

Test and p-value: 60.86488 0.992073
Robust Qk(m):

Test and p-value: 141.7093 0.0004159671
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Figure 4: Time plots showing the RLS estimate for beta u
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Figure 5: Time plots showing the smoothed version of theR&tBreate for beta u.
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Figure 6: Time plots showing the RLS estimate for beta.beta
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Figure 7: Time plots showing the smoothed version of the Rkfimate for beta. beta.
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Figure 8: Time plots showing the RLS estimate for beta bb.
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Figure 9: Time plots showing the smoothed version of the Rkfimate for beta bb.
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Figure 10: Time plots showing the volatility series of PS Medds & Co Plc.
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Figure 11: Time plots showing the volatility series of PharBeko Plc.
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Figure 12: Time plots showing the volatility series of VitafoadNigeria Plc.
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4.0 Discussion

Figures 1-3 shows the plots of the log returns of stock pricéiseathree firms under study. Figures 4, 6 and 8
gives the plots of the RLS estimates for the volatiteégt. The plots of the smoothed versions of the RLS
estimates are provided in Figures 5, 7 and 9.Figure 10 which shewslttility series of PS Mandrides and Co
Plc. indicates that volatility fluctuated rapidly to awdigh level at the year 2007, and subsequently at moderate
levels till the end of the year 2009. Afterwards, it becaorestant till 2011. Thus within this period (2009-2011),
the stock prices rate of PS Mandrides and Co. Plc was/ddatle. Figure 11 showing the volatility series of
Pharma-Deko Plc indicates that the asset experienced peribidgh afolatility at years 2005 and 2009. However,
there were moderate fluctuations in volatility at other pmiriand it became constant between the periods 2010
and 2011. Figure 12 which displays the volatility series of Vitafbligeria Plcshows that after the rapid increase
in volatility between the periods of 2004-2005, moderate fluctuati@ssexperienced at other periods within the
scope of the study.With five (5)-lags and ten (10)-lags respégcttwo out of the four portmanteau tests failed to
detect conditional heteroscedasticity as indicated by their p-values

5.0 Conclusion

A multivariate volatility modeling approach via cholesky dapasition has been presented. An application using
data of stock prices of three firms: PS Mandrides and €oFPlarma-Deko Plc and Vitafoam Nigeria Plc in the
manufacturing sector for the periods 2003 to 2011 has been provigedinTe plots of the volatility series of
these firms’ shows that stock prices were less volatithinvthe periods 2009-2011. This is an indication of
stability in returns from investments in these firms within the periods.
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