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Abstract

Matrix is decomposable if it can be expressed apraduct of any two non
singular lower and upper triangular matrices. A nuber of results on matrix
decompositions are known in the literature. In thipaper we introduce rhotrix
decomposition which is a factorization of rhotrixio a product of rhotrices and also
present some of its result.
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1.0 Introduction

The concept of rhotrices was first introduced bibAgle [1] as an extension of the initiative on imatiertions and matrix-

noitrets suggested by Atanassov and Shannon [2sewetral works with modifications have presentedhmtrices. Ajibade

[1] discussed the initial algebra and analysis lootrices and also set up some relationships betwleetnices and their
hearts. The multiplication of rhotrices definedAjibade [1] was modified to similar multiplicatioof matrices proposed by
Sani [3] defined as row column multiplication aidws: let AandB be any two rhotrices defined as

a1 b11
A=(ax h(4) a12> andB = (b,; h(B) by, )thena - Bis defined as
azz by,

Ay1b11 + ai2byy
A-B =|(ay1by1 + azby; h(A)-h(B) ay1bis + aszby;
Az1b1z + azz by

This alternative multiplication method was then gmatized for n-dimensional rhotrices by Sani [4heTidea of the
conversion of rhotrices to ‘coupled matrices’ waggested by Sani in [5]. This idea was used toessistems oft x nand
(n — 1) X (n — 1) matrix problems simultaneously. This method wawed to be a linear transformation by Aminu [6]€Th
concept of vectors, one-sided system of equatiok edgenvector-engenvalue problem in rhotrices weteduced by
Aminu [7]. A necessary and sufficient condition the solvability of one sided system of rhotrix vedso presented in [8]. It
was shown in the paper how a solution can be fquaodided the system is solvable. Rhotrix vectorcsgaand their
properties were presented by Aminu [9]. Cayley—Hemitheorem in rhotrix, determinant method forvéng system of
equation in rhotrices and minimal polynomial ohatrix were discussed in [10,11,12] respectively.

In this article, we will discuss and present theessary and sufficient conditions for the solvaitif such systems. If this
system is solvable, we show how a solution carobed.

Decomposition of some special rhotrix 'VandamontetRx' was discussed in Kumar and Sharma [13].

Our aim in this chapter is to present rhotrix depoeition, a concept which to the best of our knalgk has not been
studied before.

Rhotrix has applications several applications idieg theory, cryptography, combinatorial designpgréheory, see Kumar
and Sharma [14, 15].

Definition 1.1

An n-dimensional rhotrix is represented and given devi:
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ai1
az1 C11 (&5V]
azq C21 ay; C12 a3
Rn = (ai]-, Clk) = (A1 Aye
Ape—p  A@t-1) (t-2) -1 (t-1)  Q-2) (t-1) A-2)t
Ate—1 Ct-1t-1 Ar-1¢
gt

Wheret = (n + 1)/2. The multiplication method of rhotrices is a sianihs that of matrices.
Definition 1.2The heart or centre of a rhotrix is the element liea at the middle of a given rhotrix therebyiding it into

two equal parts. It lies at the posititz-){% n2+1)+ 1], Wheren is the dimension of the rhotrix.

Definition 1.3A system of linear equations in rhotrix form is gjivby:

Ry {x™) = (b™)

WhereR,, = (a;;, cy)forii,j = 1,2,...t, andk,l = 1,2, ...,t — 1.

Definition 1.4The rhotrix defined in Definition 1.1 above is sa@ beleft triangular rhotrix or simplyeft rhotrix if

aj=0for2<i<tandl<j<tfort=1,2..,n We denoteR!,, to represent dimensional left rhotrix. Examples of 3
a1

all a21 azz 0
and 4 dimensional left rhotrix is givenRls = (@21 a O)orR's = (as; a;; 0 0] respectively.
A2z a1 azz 0
. . . . O
And n dimensional left rhotrix is
lll
1121 Clll 0
l31 C“2'1 l32 0 0
Rl =l : P00
lie—z L1 t-2) le-ye-1y 0 0
leg—1 et
ltt

Wherec!, is an element in thieft rhotrix.
Definition 1.5The rhotrix defined in Definition 1.1 above is saidberight triangular rhotrix or simplyright rhotrix if
aj=0for2<j<tandl<i<tfort=1,2..,n. Here we denot®", to represent dimensional right rhotrix. An

a1
example of 3 dimensional right rhotrix is givenas: R; =(0 7 ay,
az2
An n dimensional right rhotrix is
T11
0 "1 T2
0 0 T22 12 T13
0 .:. “ee -:. s
R, =(0 i : : : Tt
6 0 T(t-1) (t-1) r(t_zi(t_l) T(t-2)t
0 € to1e-1 Te-1t
Tit

Wherec”, is an element in theght rhotrix.
Definition 1.6An n dimensional rhotrixR,,, is said to have aR",, - R',, or simplyRL rhotrix decomposition if there exists
R",, andR', rhotriceswherd. andR are left and Right rhotrices respectively. Thidédined asR,, = R”,, - R',,.where

lll

I I "1
21 C11 0 0 11 T12
l31 cta Loz 0 0 0 8 722 "1z T3
RlnRTn = {lq : : o 0).(0 o : o
ez le-n -2y le-nD@-n 0 0 0 0 TeDED Tep-1) T2t
lig—q ot 0 0 Ce-1e-1 Te-1¢
Lt Tee
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r . pl
R"; R,
l 11
T l r
121 1rl €1l 11 Limi,
l317m14 €210 21 Lo loors, 0 lLiimis
= {lyam1 : : : : : LT
Ly + o+ L oTeoe lyryq + o+ g1y z : 0 lariesleatoe + o 4 Leetee
T
lariq + oo+ L Teo1e Ct-1t-1C t-1¢t-1 0

leamie + lpToe + -+ LTt

2.0 LR-Rhotrix Decomposition

Given a System of linear equatiocRgX = b, letR,, = LR whereR!,, andR" ,are Left and Right triangular rhotrices. Let
denoted. andR as follows: here we give more consideratiorrfee 3, which is the order of the rhotrices.

Note that, we will be usin®,,' = L and®R,” = R, throughout the work, represent, left and right rices respectively.

lll rll
Ly, 722
Then,
L4 T11 Lim
LR=\l; 1 O '<0 r r12>= Ly Ir Lama ) =R3 (2.2)
lys T22 Lo +laa1s:

Crout’'s and Doolittle’s methods were first introédcon matrices and have received a number of mttesntthe reader is
referred to Bunch [16] for more information.Here meed to define Crout’s and Doolittle’s Methodsngsihotrices.

21 Crout’s Algorithm for Rhotrices:

Using (2.2) above we have; =r =1,i =1,2. Then

lll
LR = 121 l 1117'12 = R3 (23)
Lariz + by

In Crout’s Methodfor rhotrix , we user;; = r = 1, wherer is the centre of the right rhotrix

2.2 Doolittle’s Algorithm for Rhotrices:
using (2.2) as above whére= | = 1, then fori = 1, 2.
1
biry v 1o
L1112+ 72,
Similarly, as in Crout Method for rhotric@xolittle’s Method for rhotrix we usel; = | = 1, wherel is the centre of the

left rhotrix.
For example, let’s solve a system below using drii@above algorithms.
A system 2x; —3x, =1
X1 +x, =3
Can be solve using any of these algorithms, big hreparticular, we are going to deploy the fidgogithm, which is Crout’s
Method.
The system in rhotrix form is
2 X1 1
1 4 —3> : <xz 0 0> = <3 0 0> (2.5)
1 0 0
By choosing an arbitrary Heart, here choose a lj@arfThis can be represented in an equivalent form as:
Rufx™) = (b™)
Forj =1,2.n = 3We have:
Ry(x31) = (b31)
Where (x3!) and(b3') are column vector rhotrices. Re-writing the rhosiystem in the form
R; = LR, whereL andR are Left and Right triangular rhotrices.
Now, using Crout’s algorithms to rhotriceg: = r = 1. Using (2.3) we have:

LR — = R3 (24)
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l11 2
LR =({l; | Iy, =<1 4 —3>=5R

lp17ia + 1z, 1
SO we getill = 2 121 = 1, l = 4’ 1117'12 = _3 WhICh Imp|leST'12 = _2,
l217'12 + lzz - 1 or (1) _S) + lzz - 1 = lzz - Wlth 7'11 - rzz - 1
lll 2
So we haveL = 121 ‘51 0) and
2
1 1
R = <0 r 7”12> =1{0 1 -
p 2
22 1

We solve the system tpack substitution by first solving the system below:
So thatiLR - R3{x31) = (b31)
Let R-(x3%) = (y31) then L-(y3) = (b3?) now we have

0 Y1 1
“{y2 0 0)={3 0 o0
0 0

2 0
The matrix equivalent form is (1 g) (yl) = (1)

1

N Ul N

Y2 3
1 5 5 1 5 1
=2y;=1,0r y; =5 andy;+:y, =3, 7y, =3—-=7 thereforey, = - andy, = 1.
Now, forward substitution: solving for (x31) in the system :

R- (%) = ()
1

1 X, 1
This implies that0 1 —% -<x2 0 0> =1 5 0
0

1 0
Converting to its matrix equivalent form: we hawe= 1 andx; — %xz = % and
Hence we clearly check the systemfor= 2 and x, = 1 the truth is clear.
Theorem 2.1

A necessary and sufficient condition forgimensional rhotrixR,,, to beR",, - R*,, or simplyLR — rhotrix decomposition
is thatR,, is invertible.

Proof:

LetR, =(a;j,cy)forl <i<n,1<j<nandl <k <n, supposeRr, admitsLR decomposition, we need to show that
det (R,)exists.

SinceR,, can be express as follows, = LR, whereL andR are Left and Right triangular rhotrices. Now, thet (L) # 0
anddet (R) # 0 hence the determinadet (LR) # Owhich implies thatlet (R,,) # 0. ThusR®,, is invertible.

Conversely, ifR,, is invertible its determinant exists. That is

det (R,) # 0 > det (LR) # 0

Now, sincedet (LR) # 0 thendet (L) # 0 anddet (R) # 0, thus®, can be express in the forR, = LR. HencelLR
decompositions exist wheR,, is invertible.

Definition 2.1An LDR-rhotrix decomposition is of the form: R,, = LDR, whereD is a_diagonal rhotrbandL andU are
unit triangular rhotrices, meaning that all the entiesthe diagonals of andU are one. It is equivalent #aR rhotrix
decomposition.

Theorem 2.2

If aninvertible rhotrixhas abDRrhotrix factorization, then its unique, in that eathe LRfactorization is also unique if we
require the diagonal df or R consists of ones.
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Proof:
By using any of the algorithms, Crout or Doolitifethods we can arrive at the proof.
Now, using Crout’s method wherg = r = 1 andD a diagonal rhotrix
SupposeR, hasLDRrhotrix factorization, then it can be expressethmform:
R, = RDL = (x%)- (x™) - (x//) whereD is a diagonal rhotrix. Sinc&, is invertible it follows from theorem 1.1 that
R, = RDL exists.
And since it exists theRDL = LDR hence the factorization is unique.
It then follows from RDL = LDR
Pre-multiplying through bD~1(RDL) = D~(LDR) where
RD'DL = LD 'DR

Or RL =LR
HenceRL factorization is unique provided thBDR factorization exists.
Theorem 2.3

If R,, is a non-singular rhotrix, then there exists ampeéation rhotrixP so thatPR,, has arn.R- decomposition. i.ePR,, =
LR.
Proof:
Since R, is invertible being non singular, it follows frotmeorem 1.2. note we ustonly whenR, requires row
interchanges to row echelon form, afR,, requires no row interchanges. So we hB®s can be express &R,, = LR.
Hence the proof.
Definition 2.2An n dimensional rhotrix which arises by a finite numbé&row interchange is called a permutation rhotti
is usually denotes &&.
Theorem 2.4The systen®R, X = b is equivalent to the systeRR,X = Pb, wherePR, hasLR decomposition ané is a
permutation rhotrix.
Proof:
We need to show that the syst@nX = b is equivalent t®PR,X = Pb. It suffices to verify that iPR,X =Pb, P
interchanges the rows of the rhotfiy,,
Now, if PR, X = Pb is given: pre-multiply both sides wiffir'* we get:
P~1PR,X = P~'Pb

=2 [PR,X=I1bor R,X=0b
Hence R, X = b is equivalent t®?R, X = Pb.
Now, if R,X = b is given, to interchange the rows®f into row echelon form we multiply through by therputation
rhotrix P, such thatPR,, X = Pb.
HenceR,X = b & PR, X = Pb
Theorem 2.5
LetR,X = b be a rhotrix system of linear equation wiRgbas zero heart.Usille decomposition of rhotrices, by applying
either Crout or Doolittle methods the heart of eith or R must be zero.
Proof:
Let [ andr be the centres (hearts)loBndRleft and right triangular rhotrices respectively.
If R,, = LR, where the initial system in matrix form is tramshed to rhotrix form has zero heart, so the prodéithe their
hearts gives the heart &f,. If the heart ofR,, is 0 then we have:  r -1 = 0 which implies that eitherr =0 or [ =0,
Hence the proof.
Definition 2.3
The total number of floating point operations, +, —) determine the cost of computations involved ilvisg problems.
It's usually denoted a8(n*), for natural numbek > 1 andn is the dimension of the rhotrix.
Theorem 2.6
An LR rhotrix decomposition requires0 (n?) floating point operations.
Proof:
In order to compute the total number of operat'WBSNiII need the following identities:

n

Z 1=n, z = —(n +1), Z 2 =— (n + 1)(2n + 1)which can be proved using induction

There argn + 1 — i) and(n —i+2) muIt|pI|cat|on(><) and division§) operations respectively.
Therefore the total number of multiplicatior)(and division¢-) operations is:
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n-1 n-1 n-1 n-1
Z(n—i—l—i)(n—i—i—Z)=(n2+3n+2)21—(2n+3)21+2i2
i=1 L= =1

1 1 2 1
=n(n? +3n+2)—(2n+3) n+1)+- (n+1)(2n+1)——n +2n +3n~§n.

Similarly,
There ardn — i) and(n — i + 1) addition@) and subtractior{) operations respectively.
Therefore the total number of additien)(and subtractlora() operauons |s

m—Dn—-i+1)=m?>+n) 1-3 i+ == n + n —En~ln
Z Z Z Z 53

The apprOX|matetotaI solution costqs nd +2 n + n+ n + n ——n=—n + n? ——n~—n
So, 0(n®) =~ gn .

Note:

1.

3.0

If two rhotrices of ordem can be multiplied inR(n), whereR(n) =n® for somea > 2, then thelLR -
decompositions the rhotrix decompositions can bepded in0 (R(n)).

3
Computing the.Rrhotrix decomposition of rhotrices using eithertioése algorithms requir@$n?®) = 2%floating
point operations, ignoring the lower order terms.

Conclusion

In this paper we havediscussed the concept ofixteicomposition and its properties.
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