Journal of the Nigerian Association of Mathematical Physics
Volume 31,(July, 2015, pp 459 — 464
© J. of NAMP
Approximate Method for Solving Factional Riccati Differential Equation
'R.A Mustapha andG.A Idowu

Department of Mathematics, Faculty of Science, Lagos State University, Ojoagos, Nigeria.

Abstract

In this paper, Chebyshev Spectral method is presédnfor solving the
non-linear Fractional Riccati Differential Equation(FRDE). The fractional
derivative is described in the Caputo sense. Theperties of the Chebyshev
polynomials are used to reduce FRDE to the solutiohnon-linear system of
algebraic equation using Newton iteration method.uMerical results are
introduced to satisfy the accuracy and applicahiliof the proposed method
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1.0 Introduction
It is well known that the fractional differentiatjgation (FDEs) have been the focus of many stutiigsto their frequent
appearance in various applications such as in fln&thanics, solid mathematics, viscoelasticity|dgp, physics and
engineering applications, for more details seeef@mple [1], [2]. As a result, considerable atmmthas been given to the
efficient numerical solutions of FDEs of physicatarest, because it is difficult to find exact $mlos. Different numerical
methods have been proposed in the literature feimgpFDES [3 — 16].
The Riccati differential equation is named aftez ttalian Nobleman count Jacopo Francesco Rict&§ — 1754). The
book of Reid [17] contains the fundamental theonésRiccati equation, with applications to randomogqesses, optimal
control, and diffusion problems. Besides importamgineering science applications that today arsidered classical, such
as stochastic realization theory, robust stabibratand network synthesis, the newer applicatioctude such areas as
financial mathematics [18]. The solution of thisuatjon can be reached using classical numericahadst such as the
Forward Euler methods and Runge-Kutta method. Atonditionally stable scheme was presented by DudnmisSaidi [19].
Behnasawi et al. [20] presented the usage of AderdeEcomposition method to solve the non-linear &icdifferential
equation in an analytic form.
Tau and Abbasbandy [21] employed the analytic teghlncalled Homotopy Analysis method to solve thadratic Riccati
equation.
The fractional Riccati differential equation is died by many authors and using different numengathods. In [22] this
problem is solved using the homotopy analysis nmth [29] the same problem is solved by using ataohal iteration
method and in [23] solved using the Adomian decasitp;m method.
We describe some necessary definitions and matieghateliminaries of the fractional calculus thgaequired for our
subsequent development.
Definition 1
The caputo fractional derivative operatdtd ordera is defined in the following form
o _ 1 x m (¢

D f(n) = 7 (x_'; )«(_,)m dt,a > 0,x > 0
wheren —1 < a <m,m € N.
similar to integer — order differentiation, capitactional derivative operation is a linear oparati
D*(2f(n) +ug (x)) = A D*(x) + pD*g(x),
where) and p are constants. For the caputo’s derivatedave [2]

D*C =0, Cisaconstant ...........cccu.vveon....(D)
0, for rENgand n< [a];
1 —
D*X" %x" * fornENgandn=[al;.......... %)
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We use the ceiling functiom] to denote the smallest integer greater than naketpa, and N = {0,1,2,. . . .}. Recall that for
a €Ny, the caputo differential operator coincides with tisual differential operator of integer order.
For more details on fractional derivatives, deforis and its properties, see [1, 2].
In this work, the Chebyshev collocation method nsedficient technique (see for example [24 —25k&dito study the
numerical solution of the non-linear FRDE. An apgintate formula of the fractional derivative is pgated. We extend the
application of the Chebyshev collocation methodrider to derive analytical approximate solutionsitm-linear fractional
Riccati differential equation [26].

D=u(t) = P(t) + Q(t)u(t) + R(O)(t), 0,0 <x< 1, ........ 3)
subject to the initial condition

u(o) =14
here P(t), Q(t) and R(t) are known real functiang { is a constant.
Our paper is organized as follows; section 2, dgion of the approximate formula for fractional idations using
Chebystev series expansion is givensection 3. Toeedure solution using Chebyshev collocation netibayiven. Finally,
in section 4 the paper ends with a brief conclusion

2.0 Derivation of the Approximate Method
The well known Chebyshev polynomials are definedttom interval [-1, 1] and can be determined with #id of the
following recurrence formular [25].

Toia(¥) = 2X Ty(X) = Toa(X), To(¥) =1, Ti(x) =x,n=1,2,. .. . (4)
The analytic form of the Chebyshev polynomials
Tn(X) of degree n is given by
_ 3 _qy\ion-2i—¢ _M—i-D! oo
TaX) =n 2 ,(=1D)'2 ¢ (i)!(n_zi)!X ................. (5)
where [23] denotes the integer part%)fThe orthogonality condition is
1 Ti(x)Tj(n) L.
flvd T fori=j=0
g,fori =j #0
0,forl #j
In order to use these polynomials on the inter@gl] we define the so called shifted Chebyshev polyials by introducing

the change of variable x-z¢— 1. So, the shifted Chebyshev polynomials afmeleé as
T =To Gt —1) = T ([5)

The analytic form of the shifted Chebyshev polynalsnil,*(t) of degree n is given by
*(t) — n—k 2 (n+k ! g —

T =nYioo(—1) mt ,N=12 .. (6)

The function u(t), which belongs to the space afasq integrable function in [O,L], may be expresseterms of shifted
Chebyshev polynomials as

UD) =)0 T () oo e e (")
where the coefficients; are given by
_1 Lul®Tg Lu®)Tg 1y
co == [ —= dtc; = f dt,i=1,2,... ......... (8)

nl0 JLt—¢? 0 Jrt-c2
In practice, only the f|rst (m+1) terms of shift€tiebyshev polynomials are considered.
Then we have
Un() =20 T () o oo e e e 9
Kahder [24] introduced a new approximate formulahef fractional derivative and used it to solve eugally the fractional
diffusion equation. The main approximate formulathe fraction derivative of |{t) is given in the following theorem.
Theorem 1
let u(t) be approximated by Chebyshev polynomialsg9) and also suppose> 0,

thenD™ (Uny) = S 1oq Zhepeq € WOt oo, (10)
wherew( )is given by
(oc) _ ik 22 ki (i+k-1r (k+1)
=(-1) RGN (R la) ffr e (11)
Proof. since the caputo’s fractional differentiatis a linear operation we have
D% (Ump) =X CiD™ (T (E)) oo (12)
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Employing equations (1) and (2) into equation (&),have
DXT;(t) =0, i=01,.... [c]—1,&>0............ (13)

Therefore, fori=¢], ..., m, and by using
Equations (1) and (2) m Equation (6), we get

o ¥ . k 22 (1+k 1)'[‘(k+1) K—o
DT (t) = i, Them(oq (1) 7" % o G b (14)
A combination of Equations (13), (14) and (11) k&althe desired result and completes the protfeotheorem.
Theorem 2
The caputo fractional derivative of ordeifor the shifted Chebysher polynomials can be esqwé in terms of the shifted
Chebysher polynomials themselves in the followioignf.

DH(T; (6)) = b 25V 0 jn (O o (15)

where

(-1)17* 2i (i+k—0)! 7 (k—oc +3 )Lk
nj 7 (k+3) =kt 7 (k= o = j+1) 7 (et j— < +1)
Proof using the properties of the shifted Chebysbalynomials [25], them*~<in (14) can be expanded in the following
form [28]

th= “—2] 0 CiaTi(6) o (16)
Where(; , can be obtalned using (8) such that u(tf=>, then we can claim the following

Ojk= j=0,1,

_2 Ltf 1(t) Do
C]-_k—hjnf — dt,ho=2,hj=1,j=1,2,....
. LR Tgy Lk T (k= +%)
But at j = 0 we have;, Jo T N
also, for any j, using the formula (6), we canmmlai
C : 2r+1 k—oc
) . (+r-1)1227 (k+r oc+—)L
k]_\/_ﬁzi' =0 /7" G-t @'t (k+r—oc+1)

j=1,2,3,.
Employing equations (14) and (16) gives

DH(T; (£)) = By oo Oajac T (8), 1 = [, [o] + 1. . .

where
i (-1 k@+k-1) 22K ki (k- D) Lk=%
Oljk: - 2 j=0;
h (i-K)!(2K)! VT (r(k+1—-x))?
(-1 ij+k-1)1 22 gy (-1 T(+r-1)1 22k (k+‘r—o(+%) L
Vi ek 1m0 (=K (2! r=0 G=-mr @l r (k+r—o+1)
j=123,. ...

After some lengthy manipulation;Q can put in the following form
(-1 2i(i+k—1)! 7 (k—oc43) LK

hjr (k+3) =kt 1 (k=oc—j+ 1)1 (et j—oc+1)

and this completes the proof of the theorem.

Implementation of Chebyshev Spectral Method for Seing Fractional Riccati Differential Equation

In this section, we introduce a numerical algoritheing Chebyshev collocation spectral method fdwiisg the Fractional

Riccati Differential Equation of the form (3).

Oiji =

=01 17)

Example 1
In this example, we consider the Fractional RicBéffierential Equation of the form [26]
DUM) =U2)—1=0,50,0 <x< 1, ..., (18)
The parametex refers to the fractional order of the time delivat We also assume an initial condition.
U@)=Ww=0
forec = 1, Equation (18) is the Standard Riccati Difféi@ Equation. ... .. .. (19)
du(t)
—— ul(®)—1=0
The exact solution to this equation is
e?t-1
(t)_ e2ty 1’

The procedure of the implementation is given byftlewing steps:
1. Approximate the function u(t) using the formula @)d its caputo fractional derivative”uit) using the presented
formula (12) with m = 5, then the FRDE (18) is stotmed to the following approximated form.
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P aw ket (B, G T;‘.(t))2 - 1=0,.......... (20)
Wherev ™, k is define in (1135, Xk _; cow ket =+ (X3 C; T/ (£))* — 1 =0

2. The initial condition (19) is given by the follovwgrform
P oCTI(0) =0,...... (21)
TheEquations (20) — (21) represent a system oflinea+ algebraic equations which contains six equatfor the
unknowns Gi=0,1,....5.
3. Solve the previous system using the Newton itematiethod to obtain the unknowng C=0,1,. ... 5.
Therefore, the approximate solution will take tbend
u(t) C,T, () + Ci T (8) + C,Ty(t) + CsT5(t) + CuT, () + CsTe(t).

3.0  Conclusion

In this article, we used Chebyshev collocation méttior solving the Fractional RiccatiDifferentialqiation. Special

attention is given to the study of the proposedfem. The properties of the Chebyshev polynomisdsused to reduce the
Fractional Riccati Differential Equation to a ndndar system of algebraic equations which is solwedNewton iteration

method. The convergence analysis of the approxirf@at®ula is given. From the obtained numerical lsswe can

conclude that this method gives results with anebant agreement with the exact solution. All nuicedr results are

obtained using maple program.
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