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Abstract

In this paper, a laplace transform decompositiongafithm (LTDA) is
proposed to solve Riccati equation. Comparisons amade among the
Adomian Decomposition Method (ADM) and the proposetkthod. It is
shown that the proposed method is equivalent to sliwmian decomposition
method for solving the Riccati equation

Keywords: Laplace transforms decomposition algorithm, Adomilstomposition method, Riccati equation and
Homotopy Perturbation Method.

1.0 Introduction

Sometimes using several numerical methods to salypeoblem may give similar results. It is noticealthat applying
different numerical methods to solve a problem megvide just the same results. For example, udiegADM and the
successive approximation method for linear integgiations [1], the ADM and the power series metfosddifferential
equations [2] and the ADM and the Jacobi iterativethod for system of linear equation [3], give vg#t just the same
results.

Since the beginning of the 1980s, the ADM has begmplied to a wide class of functional equation$]4The ADM has
been demonstrated to provide accurate and compusabitions for a wide class of linear or non-linequations involving
differential operators by representing non-lineamris in Adomian’s polynomials [6,7]. This proceduesgjuires neither
linearization nor perturbation.

The LTDA is an approach based on the ADM, whictoibe considered an effective method in solving yramoblems for it
provides, in general, a rapidly convergent sergsti®n. Since the use of the laplace transfornfaegs differentiation with
simple algebraic operations on the transform, thygehmaic equation is then solvable by decompositibhe LTDA
approximates the exact solution with a high degffesccuracy using only few terms of the iteratichesme [8].

Many authors have applied this method to solveBsagquation [9], the Duffing equation [10], theelii-Gordon equation
[11, 12], some nonlinear coupled partial differah&quation [13] and integro-differential equat{@d]. It is shown that this
algorithm solves Riccati equation too.

Until recently, the application of the Homotopy ®ebation Method in nonlinear problems has beerelibped by scientists
and engineers because this method continuouslyrdefa simple problem that is easy to solve intodifiécult problem
under study. Most perturbation methods assume &tirex small parameter but most nonlinear probldrage no small
parameter whatsoever. Many new methods have bemoged to eliminate the small parameter [15,16f Tibmotopy
theory becomes a powerful mathematical tool whénstccessfully coupled with perturbation thedry,18].

The Riccati equations are one of the most importtagses of nonlinear differential equations aray @ significant role in
many fields of applied science [19]. The importaméethe Riccati equation usually arises in optirnahtrol problems.
Several authors have proposed different methodslie the Riccati equation. For example, Bulut &wvdns [20] applied
the decomposition method for solving the Riccatuaopn. El-Tawal et al [21] applied the Multistageomian’s
decomposition method for solving the Riccati diffetial equation and compared the result with tlendsird ADM.
Abbasbandy [22] applied the HPM to solve the Ricequiation and compared the obtained results feretjuation. Also, he
[23] used the iterated homotopy perturbation metioosblve this equation.

In this paper, we consider the Riccati equation

‘W_(t):zy(t)— Y2 +1:y(0)=0.. ..o (1)

dt
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and apply the LTDA and ADM for solving it.
We shall show that both methods converge rapidly.

ADM for the Riccati equation. consider the Riccaguation (1). Denotinéi; by G, we haveés~! as an integral from 0O to t.
operating withG = and using the initial condition, we obtain
yO) = [{dt+2 [[y@®)dt— [[y>©dt. ... )

To apply the ADM to (2), let
y(t) = Y2 oy, (t) andy?(t) = Y2 ,A,(t), where the4, (t)'s are the Adomian polynomials depending on

Vo), y1 (), v, (t) .. ... v, (t). Upon substitution, (2) can be written as
Yo i) =t+2 [, T, vt dt — [, A dt. . 3)
Based on the recursion scheme of the ADM, we define

Vo) = o 4
Yne1 =2 [y yp(O)dt — [ A, (O)dtforn > 0. ... oo, (5)

Note that the Adomian polynomiafs, (¢t)'s for the quadratic nonlinearity are written as 254,
A0 = y5(®)
A1 (t) = 2y, (O)y1 ()
A, () = y£(®) + 2y, (1)

A3(t) = 2y1 (t)yz (t) + 2yO (t) V3 (t), .................... (6)
The solution components, (t) from (5) can be calculated ag(t) = 2 fot Yo (£)dt — fOtAO(t)dt =2 fot tdt — fot y2 (t)dt
2 t 3
—l 24 = 2
y,(t) =2 2 fo tedt t 3 N

Yo (t) = ZLtyl(t) dt — fotAl(t)dt

=2 fot <t2 - g) dt — fOtZyO(t)yl(t)dt

t3 t4 t t3
=2——2—— | 2.t|{t?——=])dt
3 12 fo ( 3>

t3 t2t4-
—2———— 2t3dt +f—dt
3 s 3
_, 3 t* 2t4 2t5 2t3 4t* — 12t N 2t5
B A T N 24 15
= 2t3 16t N 2t5
5 e T
2t 2t
) =22 (8)
t t
ya(0) = 2 f y@de— | 4@t
t 2¢3 2t4 2t° £
=2 =TT ae- 010 + 2o
) = 2[ 2t3 2t4+2t it f .2 2, o 2t3 2t4+2t5
ya(®) = BT (=) + 2t (5= 5+ 3]
4-t 4t6 t5  4t5 46 t7 4t7
3O =S+t T st s e et e
© = t* t5 288t° N 357t
Vsl =3 TS T 1620 T 6615

Similarly, the solution componenig(t) are calculated for = 4,5, ... but are not listed for brevity. It is clear thadtier
approximations can be obtained by evaluating moreponents of the decomposition series solufi@n.We note here that
the convergence question of this technique has foeerally proved and justified in [26,27,28].

LTDA for the Riccati Equation; here the LTDA is diggl to find the solution of (1). The method cotsisf applying the
laplace transformation (denoted throughout in plaiger by L) to both sides of (1), where

LIyt (®)] = L[]+ 2Lly(&)] = LIy2(E)] . o oo e )(9
Applying the formulas of the respective laplacasfarms, we obtain
SLIy®]— y(0) = L[1] +2L[y®)] —L[y?@®)] ..+ e eeeeeveen . (10)

Using the initial conditiory(0) = 0, we have
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Lly®l= s LIT+2L [y@®Ol =z L D@1 o (11)

The laplace transform decomposition technique stasif representing(t) by Yo_, v, (£) andy?(t) byYx_, A, (1),
where thed,, (t)'s are the same as in equation (6) above.

Therefore, equation (11) becomes

LZi0dn®] = £ LI +2 L [Sicoyn(®] = 5 L [Zize 4n(®] - - . .. (12)

Matching both sides of (12), the following iteratialgorithm is obtained.

Liyo®I= LI = 5. (13)
and

Llyns, (0] = § L [y, ()] —g LA, forn=0............... (14)

Applying the inverse laplace transform to equatibd), we obtained
vo(t) = 0. We now find the first few iterative of the recwesischeme. For n = 0, equation (14), becomes

Ly ] = 2 LIyo®] =z LI . oo (15)
Substitutingy, (t) andA4,(t) into 15 and applying the inverse laplace transfommhave
3

yi® = t2 = o (16)
for n = 1, equation (14) converts to
Lly,(©] = § L[y, (0] —g LIAOT oo 17]
Putting (16) into (17) and applying the inversddap transform yields

3 4 5
yz(t)=%—%+% ................................ (18)

The other termy;(t), v, (t) are obtained recursively in a similar manner bipgigquation(14) and applying the inverse
laplace transform. Notice that componenty @f) obtained from LTDA method are just the same asehof the ADM.
Therefore, these two methods are equivalent fofirsplthe Riccati equation and so the convergendeet. TDA method is
the same as the ADM, which was mentioned in pres/gub-section.

2.0  Conclusion

In this work, we applied the powerful and efficigkbM and LTDA for solving the Riccati equation. Bhétudy showed that
solution componentg,(t), y,(t), y,(t) andy;(t) obtained by LTDA are just the same terms obtaibgdthe ADM.
Equality for other higher terms are likely to tak#ace too.
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