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Abstract

Presently, many networks provide real time and ogmtand services to
users over the Internet. Initially client/server ndel was used for rendering
these services. Due to scalability constraint oéttlient/server model among
other reasons, many networks have now adopted Red?eer model (P2P
model). In P2P model, each user is simultaneouslycansumer and a
provider of services, as such, more users meansebgterformance. The
paper describes the general architecture of P2Pteyss in detail. It further
classified P2P networks based on Location-awarené3gerlay construction
and Service delivery. Each class was comprehengivekplained and
examples for each class were provided. We furthdenitified and explicitly
defined the Quality of Service (QoS) parameters RZP networks. The paper
however, highlights the need to channel more effart how to improve the
identified QoS parameters in the paper, especiatlyose that directly
influence users’ experience
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1.0 Introduction

On demand and real time video services, such aseobtoadcast of News and sporting events werétiwadlly provided
using the client/server model. The client/servedatlaentralizes all resources at server locatiblost devices known as
clients that are in need of any service providedabgystem tender a request for such service taythEm’s server. The
server then replies to such a request with the ddathservice if it has not exhausted all its atdélaesources for servicing
clients’ requests. As most people all over the glabe now having access to high speed Internetectinity and with the
proliferation of mobile devices such as tabletstdas, smart phones, etc, the demand for onlieausting services as well as
the demand for files from the Internet are expedtedse. In that regard, client/server model cancbnsidered as not a
promising model for the provision of services teenssbecause of its short comings, such as singiet b failure,
centralization of resources (when all the resouaresexhausted at the server, no more servicebeagrovided), more
expensive servers are needed to serve multiples,us&intenance cost of servers is enormously hagh, thus colossal
resources are required to support or to provideiceEs to ever increasing population of users. Exampf systems that
deliver their services based on client/server madelGoogle TV, YouTube [1], etc. In many casesuwercome the above
stated short comings associated to the client/sanaglel in the provision of services such as regaktand on Demand
services, many networks adopt peer-to-peer modd? (Rodel). In modern P2P networks, each user adb®th client and
server, therefore, users not only consume the resswf the network, but they also provide addéla®sources to it, and
this is one of the advantage of P2P model overclieamt/server model, where all the resources canig fitom a single
server. In P2P networks the more the number ofsusennected to it, the more the resources the metwil have, this
property of P2P networks makes them to be funcljaficient and scalable at any combination orrgita of users getting
services from a network. Numerous P2P networks waceessfully deployed and they provide live anedlemand video
services to thousands of clients simultaneouslgngtes of such P2P applications include PPLive PRStream [3],
FeiDian [4], CoolStreaming [4], GridCast [5], BiT¢H), Zattoo [6], Joost [7], BitTorrent [8], etc2P networks are widely
use for the exchange of different sort of data, @agtic or stream traffic. Traffic measuremergsehshown that, P2P traffic
consumes more than 60% of the whole Internet tr§fi.
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The performance of traditional client/server modeteriorates rapidly as the number of clients iases, but in well-
designed P2P network more users generally meates petformance.

A detailed description of the general architectofdP2P systems is provided in section Il. TaxonarhyP2P systems is
presented in section Ill. We focus on the clasaifom of P2P systems by the type of services andtifons they deliver,
because such classification is all-encompassing rafidcting the fundamental design and implementatiifferences.
Section IV describes the Quality of Service (Qo@yameters for P2P systems based on service deli@gtion V
concludes the paper. In the paper the terms syatehmetwork are used interchangeably.

2.0  P2P Architechture

In a simple P2P system, the basic elements ares#neer, tracker and a set of host devices that careently
sharing/downloading the same file or watching e video. Each host device is called a peer, @@y @eer acts as both
a client and a server [1, 9, 10, 11, 12], i.e. gaebr consumes and provides resources to the sybBigare.la), unlike the
client/server model, where all the resources contg foom the server (Figure.1b).

The server generates real time data or hosts omuldrdata such as stored movies, software packbhgegs, etc. The
tracker, as its name implies, keeps track of aetutisactive peers that are currently downloadhegame file or watching
the same video [1, 9].

The basic idea in P2P architecture, consist offtlewings: A whole file or video is divided intongall blocks of data
elements of equal sizes, known as chunks, and paergange these chunks among themselves. If aisiseissing some
chunks of the requested file, it request and doachlthose missing chunks from neighboring peersha rietwork
downloading the same file or watching the same ide new peer joins the system by undertaking tt{Besteps [2] as

shown in Figure la. Plyback
gﬂ:z:la.?: Direction,
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Figure 1la: P2P Architecture Figure 1b: Client/Server model
In the first step, a new peer sends a query medeabe file/video server. The file/video serveturas with an up-to-date list
of files/videos (i.e. file list or video list) fromvhich the new peer selects its favourite file/@id€he second step begins after
a peer has selected the file/video it intends o Tibe peer sends its information such as IP asdRest number, etc to the
tracker. The tracker then returns with a list aivecsubset of peers that are currently downloadiegchunks that make up
the selected file/video. After receiving the litpeers from the tracker, the peer begins its fstabe of joining the P2P
system by sending a connection request to peerstfte given list. Once such request is acceptepelys from the list, the
peer under consideration will form a list of itdgigbouring peers with which it will collaborate. ¥ag being accepted by
some peers for collaboration, chunks of file/vidgee then shared between the peer under considesatibits neighbours.
Figure 1a shows how the first five (5) chunks dile/video are being downloaded by peers. Earlyvang peers obtain
desired chunks from the server and later arriviegrg source their chunks from the early arrivedsaed possibly from the
server. Each peer posses a buffer of defined dimgerchunks are cached prior to use (Figure 3 Ehank has a sequence
number that serves as an identifier of its positiothe file/video. Chunks are obtained from théwmek at random and are
automatically re-arranged sequentially upon arratahe buffer prior to use. Though peers join ke the network system
in an unpredictable manner, the probability of abtey chunks remains high because if a peer istgfareighbours, it can
send collaboration requests to other peers.

3.0 P2P Systems Taxonomy
P2P networks are classified based on the followiitgria:

0] Location-awareness
(i) Overlay construction
(iii) Service delivery
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(i) Location-awareness:Peers may or may not be aware of the exact neighigppeers with which it shares chunks. On
this basis P2P systems can be classified as sithatured or unstructured. Each peer in a stradté?2P system is assigned
a unique peerlD; similarly, each content or datamant is assigned a unique key and mapped to #retipat harbours it.
Generally, P2P systems keep track of all the péerti3 well as the keys. To download content from tletwork, a
requesting peer must use the pair {Key, peeriDl}efficiently locate and download the required cohtdtxamples of
algorithms designed for the implementation of sturted P2P systems include: CAN [5], Viceroy [13gdémlia [13], Chord
[14], Tapestry [15], Pastry [15], FreeNet [14],.dtnstructured P2P systems allow participating péeiocate their desired
content from neighbouring peers without any knogkdf the system topology. Peers in unstructurg®l atems employ
flooding technique in locating contents from neighting peers. Each peer will continue to broadoadtood its request
directly to neighbouring peers, until all or sometle collaboration requests are granted or theimmax number of
permitted flooding steps are exhausted [11, 15, Ih6$uch case, flooding is known to be of limitgmbpe and thus not so
efficient especially in locating contents that aaeely available. Examples of unstructured P2Pesgstinclude: BitTorrent
[17], Napster [18], Gnutella [18], FastTrack [8lda@vernet [19].

(i) Overlay construction: Peers may source for their required chunks fromam@ultiple number of neighbouring peers
simultaneously. As such, peers would therefore fdiffierent topology in order to accommodate the hanof neighbouring
peers that serve them with required chunks. Acogrth the overlay construction of peers, P2P systesn be classified as
either tree—based or mesh—based systems. In tsee-HP2P systems, peers obtain chunks from theenppeers. Peer churn
affects tree-based P2P networks especially whearenp peer leaves the network thereby disconnedsnghildren peers
from receiving their desired chunks. Though disemted children peers get reconnected to a new {ppesm after some
time, the children peers would experience poorityuétalled freezing) of the video they are watchias a result of the
missing chunks whose playback deadline elapsedréefownloading them. Some examples of tree-basdd $y&tems
include: End System Multicast (ESM), OverCast, éfternatively, mesh-based P2P systems allow piefsrm and obtain
chunks from multiple neighbouring peers simultarspuPeers can further add, change and remove dntheir
neighbouring peers whose chunks have already be®nldaded. This independent ability to increasangie and decrease
the number of neighbouring peers ensures thatyagiaen time, a peer can still download desiredniisurrespective of the
rate of peer churn in the system. Some examplesesh-based P2P systems include: SopCast [20], €ealifing, PPLive,
etc.

(iii) Service delivery: With respect to the service P2P system providesstrs, P2P systems can further be classified as
either file sharing or streaming systems. In PR dharing systems, peers exchange chunks amonge¢hees. If a peer is
missing some chunks of the requested file, it regjaad download those missing chunks from neighbgypeers in the
network downloading the same file (Figure 2). Thére chunks that make up a file must be downlodued user before
that file can be put to use. Examples of succdgdieployed P2P file sharing systems are BitTorriiaipster, Gnutella, etc.

k-peer
i-peer

J-peer

Figure. 2: File sharing systems
In P2P streaming systems, peers are simultanedesiyloading and watching the successfully downldaddeo chunks
from the network (Figure 3). A new peer begins Wwatg video after downloading some sufficient numbgvideo chunks
from the network enough to be played for some tiEsch peer in P2P streaming system posses a plaboffer where it
stores the successfully downloaded video chunksh Ehunk in P2P streaming has a playback deadim any chunk that
arrived at the user’s buffer after its playbackdlie is useless and will be discarded.
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Figure. 3a: Live streaming systems
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Figure. 3b: On demand systems
Figure.3: Live and on-demand streaming systems

Under this classification however, P2P streamingtesys can be further classified as either P2P kiieaming systems
(Figure 3a) or P2P Video-on-Demand (VoD) streanmsggtems (Figure 3b). Live streaming P2P systemaduwast live
videos to all viewers in real time, this makes wvigdaybacks on all users to be synchronized as; slichsers watch almost
the same position of the same video. Examples & Bi®e streaming systems are: Joost [21], Zattoh], [PPLive,
CoolStreaming, etc. In P2P VoD streaming systemsrsumay choose any video of their interest anthldegvatch any part
of the video at any time. The playback positionstled same video on different users are therefotespochronized.
Examples of P2P VoD streaming systems are: Grid®dEbS, etc.

P2P Systems
Overlay Location Service
Construction awareness Delivery

Mesh-based Structured Unstructured Streaming File-Sharing
Systems Systems Systems Systems Systems

Live VoD

Tree-based
Systems

Figure 4: P2P Systems and their classifications

4.0 Quality of Service Parameters for P2P Systems
Certain performance measures define the qualitwgesfiice delivery in P2P file sharing and streamgsygtems. The
parameters are shown on Figure 5.

QoS parameters
for P2P Systems

File sharing
Systems

o Start-up Delay o File Download Time

¢ Channel Switching Delay

¢ Playback Continuity

Figure 5: QoS parameters for P2P streaming and file shagetgms

In P2P file sharing systems, a file can only beduesiter all its component chunks have been suagéssfownloaded by a
peer. Therefore, the basic QoS parameter for P@Psliaring systems is the total time needed orntakedownload a
complete file file download time). The file download time is the time interval frahe moment the file download started to
the moment the file download completed.

P2P streaming systems have the following QoS pasamstart-up delay, channel switching delay andplayback continuity.

Streaming
Systems
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The start-up delay is the time difference in seconds between the moraepeer joined streaming session to the actual
moment the playback started. This is experiencegdesys because sufficient video chunks must beechiththe playback
buffer before users can begin watching video. Tiautl cable and satellite TV systems have stantielpy within the range

of 5.0 — 8.0 seconds. In comparison, our analgsiealed high start-up delay for P2P TV systems.ifgiance, we observed
start-up delay for Joost P2P TV and other P2P T8fesys is within the range of 30.0 — 35.0 seconds.

Channel switching delay is the total time in seconds it takes for the exysto respond to a channel change request made by a
peer. Usually, a peer requesting for a channel gdnanust send collaboration request and wait fosegient acceptance
from a group of peers watching the same channed fithe taken by a peer in facilitating collaborati;equests and
subsequent downloading of chunks contribute todorsgvitching delays. Traditional cable and satelliV systems have a
channel switching delay within the range of 3.0.6- deconds. Similar to start-up delay, our analgsigaled high channel
switching delay for P2P TV systems. For instance, neticed that, PPLive and other P2P live strearmsygjems have
Channel switching delay within the range 10.0 -0&@&conds.

In P2P streaming systems, each chunk has an aesbeiad fixed playback time and must be at a pdrifter before that
time so that users can have good viewing experidfagback continuity points to the state, in which a peer experiences a
uninterrupted video playback. When every chunkvadiat the buffer before its playback deadline stap smooth playback
will be experienced by a peer otherwise, the paktrewperience video freezing or pause at instanlesre chunks are not
received before their playback deadline. A peehwitimerous and distinct chunk sources simultangouas a higher
chance of experiencing smooth playback contintigntone with fewer chunk sources.

5.0 Conclusion

In this paper, a detail description of P2P systenprovided. Several criteria used in classifyind® Pg/stems were also
presented. We have identified and explicitly dediresssociated QoS parameters for both P2P file rehanmnd streaming
systems while highlighting their features, differes and characteristics. In light of the conductkdly, we come to a
conclusion that much needs to be done to standaatid improve the Quality of Service metrics ofbie2P file sharing and
streaming systems. Our future work will first focors how to improve QoS parameters of P2P streasystems such as
minimization of start-up delay and channel switchdelay and maximization of playback continuity. \@l@ose streaming
systems because of their popularity, vast deployseavider acceptance and their QoS parameters daleect impact on
the user QoE (Quality of Experience).
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