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Abstract

In this article, the molecular dynamics of the org& sem-conductor
material 2-hydroxyanthracene in gas phase and in ethanol iseXned using
ab initio Quantum Chemical calculations at the Rested-HartreeFock
(RHF) level of theory by employing-31G basis set and Density Function
Theory (DFT) using the same basis set for iusion of electron correlation
The molecular structure, dipole moment, quadrupol@oment, charge
transfer, polarizability, energy and vibrational équencies with Infrared (IR
and Raman intensities have been studied. The chargepolarizability
tensors ¢ found to be more pronounced in solution than inet gas phas.
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1.0 Introduction

Electronic devices have continuously decreaseizenduring the last century, startiwith metersized vacuum valve tubes
of the early 1930’'s and 1940'’s, through millim-sized transistors in the 1960's to microm-sized integrated circuits
(microelectronics) in the 1970’s and 80’s. The méectronics has also undergone relentlesiaturization during the pa
25 years, leading to dramatic improvements in cdatmnal capacity and speed. But the end of thad ie fast approachir
and scientists and engineers have been invesiigatiother promising avenue: using individual mules as functional
electronic devices. Their nanometgize and their ability to generate an electricapomse to light may help the way to
development of molecular scale (Opto) electronMaes for communications, data processing and seapgulications [1].
Remarkable progress has been achieved both in ndwaaene derivative synthesis and application HED Methods for
obtaining polymers with various content and positid anthracene groups in macromolecules (in thia cfzain, in the sid
radicals, or at the chain end) have been workedTdhe. methods are based on the copolymerizatioroanthe reaction ¢
synthetic and natural polymers with the participatof anthracer-containing monomers or reagents. The pecularifieke
anthracengroup reactivity in these reactions were investédatnvestigation of free radical copolymerizatioin9-vinyl-
anthracenes has shown that the reaction centestgtirfrom ther:-carbon of Santhrylmethyl system to the 10th positis
This permits the mparation of polymers with anthracene groups inrfe@n chains. The structure and content of
anthracene groups in the polymers obtained has bs&blished (polyacrylic and polymethacrylic acad®l their ester:
polystyrene, polymethylene, polyvingl ethers, some biopolymers) by -spectroscopy and by measurements of !
luminescent parameters (spectra, lifetime of ekoita and polarization of fluorescence). The polysnaith very low
amount of anthracene groups “luminescent markseg (o&r mece than thousand of monomeric units), differentlgceld in
macromolecules, have been used for investigatitrgritolecular motion of macromolecules by the metbégolarizec
luminescence [2]his article provides a computational study of #lectronic poperties of the organic semiconduc
material 2 Hydroxyanthracene. It highlights somehaf molecular dynamic properties that are esddntidhe developmer
of future optoelectronic devices [3]. Organic se-conductors have many advantages, suclkeasy fabrication, mechanic
flexibility and low cost.
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2.0  Methodology

2.1  Theoretical Background of the Computational Method

The Schrodinger equation for a collection of péetidike a molecule is very similar to that of atjude. In this case'V ,the
wave function would be a function of the coordisaté all the particles in the system as well astime,t [4].The energy

and many other properties of the particle can b&ioed by solving the Schrodinger equation ¥r, subject to the
appropriate boundary conditions. Many different e/dunctions are solutions to it, corresponding iffecent stationary
states of the system.

For a molecular systemt{ is a function of the positions of the electrons #mel nuclei within the molecule, which we will

designate a§ and Ifl, respectively. These symbols are a shorthanchfosét of component vectors describing the position
of each particle. Note that electrons are treatelividually, while each nucleus is treated as agreggte; the component
nucleons are not treated individually.

The kinetic energy is a summation @f over all the particles in the molecule:

0° 02 0?2
Z [ 2t 2t 2] (2.1)

oy~ 0%
The potential energy component is the Coulomb stpulbetween each pair of charged entities (trgagach atomic nucleus
asa single charged mass):

ee

(2.2)
k<1

Where Arjk is the distance between the two particles, e[ldndq( are the charges on particleandk. For an electron the
charge is-e while for a nucleus the chargeZe whereZ is the atomic number for that atom. Thus,

ZZ ZZ m ZZZ“Z 23

The first term corresponds to electron- nucleaiaaﬂmn, the second to electron-electron repulsiath the third to nuclear-
nuclear repulsion [5].

The Born-Oppenheimer approximation is the firsseveral approximations used to simplify the solutid the Schrodinger
equation. It simplifies the general molecular pewblby separating nuclear and electronic motiongs &pproximation is
reasonable since the mass of a typical nucleusissainds of times greater than that of an elecirbe.full Hamiltonian for
the molecular system can then be written as:

H=Too(P)+T(R) +v ™ (R 7)+v (1) +v ™(R) 24

The Born-Oppenheimer approximation allows the taaspof the problem to be solved independentlywsaan construct
an electron Hamiltonian which neglects the kinatiwergy term for the nuclei. This Hamiltonian is rthesed in the
Schrodinger equation describing the motion of etex in the field of fixed nuclei.

l/lzisinterpreted as the probability density for thetipke(s) it describes. Therefore, we require tilatoe normalized; if we
integrate over all space, the probability shouldtEe number of particles. Accordingly, we multigly by a constant such
that:

_“Cl//|2 dV: r13artic|es (2.5)

We can do this because the Schrodinger equatian &genvalue equation, and in generdljsfa solution to an eigenvalue
equation, theuf is also, for any value af[6].

2
The first approximation to be considered comes fitbm interpretation okll| as a probability density for the electrons

within the system. Molecular orbital theory decos@st// into a combination of molecular orbitalg], @, .... To fulffill
some of the conditions of/, a normalised, orthogonal set of molecular orbiigichosen as:

HJ. @ gpdxdydz=1
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[[[#gdxdydz=0 i | (2.6)
The simplest possible way of makiggas a combination of these molecular orbitals igdoging their Hartree product [7]:
y(r)=a)e(r).4) @.7)

The simplest anti-symmetric function that is a cambon of molecular orbitals is a determinant. Hmer, most
calculations are closed shell calculations, usinghtly occupied orbitals, holding two electrons @iposite spin. For the
moment, we will limit our discussion to this case.

We define two spin function&, and £ as follows:

a(t)=1 a(l)=0
B(1)=0  B1)=1
The @ function is 1 for a spin up electron and tf&function is 1 when the electron is spin down. The¢ation (i) and

[(i) will designate the values a¥ and S for electroni ; thus a'(1)is the value ofa for electron 1. We can now build a

closed shell wave function by defining/ 2 molecular orbitals for a system with n electrond #ren assigning electrons to
these orbitals in pairs of opposite spin.

qR)a® ar)s0 ¢f)a® efr)BORL)a® 44180
a(n)a@ alr) s @)a@ el )BR.841a@ a4 )82

(2.8)

(2.9)

)

Q(rn)a(n) Q(rn) J£Q) @(rn) a(n) @(rn)ﬁ(n)--%/z(rr) af) ¢r‘/2(rr) Bb
Each row is formed by representing all possiblégassents of electron to all orbital-spin combinations. The initial fact
is necessary for normalization. Swapping two etawdrcorresponds to interchanging two rows of therd@nant, which will
have the effect of changing its sign.

The next approximation involves expressing the ok orbitals as linear combinations of a preugdi set of one-electron
functions known as basis functions. These functamesusually centered on the atomic nuclei andeso bome resemblance
to atomic orbitals. However, the actual mathematiemtment is more general than this and any fsappropriately defined
functions may be used [9]. An individual molecutabital is defined as:

N
@=D CiX, (2.10)
=)

Where the coefficient€; are known as the molecular orbital expansion ecieffts. The basis function;... X, are also

chosen to be normalised. Gaussian and other @b @&léctronic structure programs use gaussian-gfpenic functions as
basis functions. Gaussian functions have the gefeera:

g(a,F)=cxX"y" 2 & @11
Where I is composed ok, y andz @ is a constant determining the size (radial exteftjhe function. In a gaussian
function, e_o’r2 is multiplied by powers of, yandz, and a constant for normalisation, so that:

g° =1 (2.12)

all space
Thus, c depends off , |, mandn.Here are three representative gaussian funct®ng énd d, types, respectively):
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3/4
g.(a,T)= (Z_aj e
T

12&5 1/4 ,

gy(a,f){ p j ye " (2.13)
204"}

g.(a,r)=| —— xye‘"’z

Xy ﬂ3

Linear combinations of primitive gaussians like sheare used to form the actual basis functions;ldtter are called
contracted gaussians and have the form:

X,=>.d,g, (2.14)
p

Where thedﬂp 'Sare fixed constants within a given basis set. Noa contracted functions are also normalised imroon

practice.
All of these constructions result in the followiagpansion for molecular orbitals:

=Y cx =3, (z d, gpj 219

The problem has now become how to solve for thefsetolecular orbital expansion coefficient%,i

Hartree-Fock theory takes advantage of the variatiprinciple, which says that for the ground stat@ny antisymmetric
normalized function of the electronic coordinatedich we will denotez , then the expectation value for the energy
corresponding ta= will always be greater than the energy for the exavefunction:
E(=) > E(W) =Y (2.16)
In other words, the energy of the exact wavefumcserves as a lower bound on the energies caldulateany other
normalized antisymmetric function. Thus the probleeaomes one of finding the set of coefficients$ thenimize the energy
of the resultant wavefunction [9].
The general strategy used by the SCF method (afted setup steps) is as follows
« Evaluate the integrals. In a conventional algoritiimey are stored on disk and read in for eachtitar. In a direct
algorithm, integrals are computed a few at a tisiéha Fock matrix is formed.
* Form an initial guess for the molecular orbital fficents, and construct the density matrix.
* Form the Fock matrix
» Solve for the density matrix.
» Test for convergence. If it fails, begin the netdration. If it succeeds, go on to perform othertpaf the
calculation (such as population analysis).

2.2 Computational Methodology

The Computational Physics Gaussian package [3gs tis study the molecular properties of 2 Hydroxlyeacene. The
name Gaussian comes from the fact that it uses d@ausype basis functions. It is used for eledtrcand geometric
structure optimization (single point calculatiorgognetry optimization, transition states and reacpath modeling); and
molecular properties and vibrational analysis (Faman, NMR vibrational frequencies and normal mpedsctrostatic
potential, electron density, multipole moments, ylapion analysis, natural orbital analysis, magneafiielding induced
current densities, static and frequency-dependeldripabilities and hyperpolarizabilities) usingthdFT and ab initio
methods.

Geometry optimization is done by locating both thimima and transition states on the potential serfaf the molecular
orbital. It can be optimized in Cartesian coordisathat are generated automatically from the iGqautesian coordinates. It
also handles fixed constraints on distances, bawlea and dihedral angles in Cartesian or (whepragpiate) internal
coordinates. The process is iterative, with regkatdculations of energies and gradients and cionls or estimations of
Hessian in every optimization cycle until convergeis attained

One of the most computationally demanding aspettsatrulating free energy using electronic struettineory is the
calculation of the vibrational energy and entropytcibutions. The computational expense is incubgdhe calculation of
the matrix of second energy-derivatives (i.e. thessian or force constant matrix) which yields harmovibrational
frequencies upon diagonalization.
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The molecular structures and geometries of thenicggemiconductor material 2 hydroxyanthracenerapletely optimized
using ab- initio quantum mechanical calculationghat Restricted Hartree-Fock (RHF) level of thewithout using any
symmetry constraints. Geometry optimizations ardopmed using the ab-initio RHF method with 6-31@sis set. The
structure is refined further using Density Funcébiheory which is a cost effective method for usibn of electron
correlations with the three-parameter density fiometl generally known as Becke3LYP (B3LYP) [3-6]t the first step,
geometry optimizations are carried out then, theatid Raman frequencies are calculated using theidtesvhich is the
matrix of second derivatives of the energy wittpezt to geometry.

Since the gas phase results are inadequate forilWegcthe behavior of molecules in solutions, #dfere the effect of
solvating the molecule in bulk in ethanol is invgated. For this purpose the simplest Onsagericeafield model of the
self-consistent reaction field (SCRF) theory isdugéth the 6-31G basis set. In this calculation sh&ute occupies a fixed
spherical cavity within the solvent field. The ahéc dipole of the solute molecule induces a dipioléhe medium and the
electric field applied by the induced solvent dgiteracts with the molecular dipole and affetts i

3.0 Results and Discussion

Optimized Molecular Parameters of 2-Hydroxyanthracene

The optimized geometrical parameters in gas phagetnanol for 2- Hydroxyanthracene molecule atedi in Tables 1 and
2 and the optimized molecular structure is showkigure 1. The changes in bond lengths and bontesirage seen to be
similar to the behaviour of 1 Hydroxyanthracene][Jh expansion of the molecule on inclusion ofcélen correlation is
indicated in both molecules. Remarkably the bomtjtles between C1 and O in 1 Hydroxyanthraceneh@esame as that
between C2 and O in 2 Hydroxyanthracene [10]. irtdgcates that the OH bond on the benzene ringsha® effect in both
molecules. The change in bond length as one mawes flas phase to solution at both levels of thesrp the order of
0.001 A. Unlike 1-hydroxyanthracene, the shortestdoC-H bond is R(13,22) with a bond length of DDA and 1.0834 A
in gas phase at RHF and B3LYP levels of theoryeetyely. It is also worth noting that the O-H boR¢{24,25) is longer
than that in 1-hydroxyanthracene. This is remarkddglcause it indicates that the change in poditiothis O-H bond from
position 1 to 2, reduces the strength of the bdihdis, our computations predict a change in bongtleaf the O-H group as
its position changes on the benzene rings.

The bond angles equally increase in solution. Tdestl angles in solution are A(13,14,24), A(14,2%4,725914,13,22),
A(10,11,12), A(9,10,11), A(10,9,15) and A(4,5,19hwalues ranging from 1240 119 at both levels of theory (Table 2).

Table 1: Optimized Bond Lengths (A) of 2-hydroxyanthracensenule

Bond RHF/6-31G B3LYP/6-31G Bond RHF/6-31G B3LYP/6-31G
Gas Ethano| Gas Ethanol Gas Ethanol Gap Ethianol

R(1,2) | 1.3532 1.3547] 1.3745 1.376 R(9,10) 1.4p74287 | 1.4493 1.4507
R(1,6) | 1.4287| 1.4307] 1.4281 1.4299 R(9,1b) 1.43481356 | 1.4318 1.4326
R(1,17)| 1.0728 1.0751 1.0853 1.0846 R(10,11) 1.436M4367 | 1.4346 1.4356
R(2,3) | 1.433 | 1.4348] 1.4319 1.4335 R(11,12) 1.07/3®76. | 1.0859 1.0885
R(2,18)| 1.074| 1.0764 1.0865 1.0889 R(11,13) 1.349.3508 | 1.3699 1.3711
R(3,4) | 1.4257| 1.4275 1.4483 1.4498 R(13,14) 1.42131294 | 1.4277 1.4306
R(3,7) | 1.3926 1.3937] 1.4046 1.40599 R(13,22) 1.0700739 | 1.0834 1.0867
R(4,5) | 1.43361 1.4354 1.4326 1.4343 R(14,15) 1.3508523 | 1.374| 1.3762
R(4,8) | 1.3932 1.3944] 1.4048 1.4061 R(14,24) 1.3748735 | 1.3916 1.3878
R(5,6) | 1.3533 1.3549 1.3746 1.3761 R(15,23) 1.074®)765 | 1.0874 1.0892
R(5,19)| 1.073§ 1.0762 1.0865 1.0888 R(22,p4) 2.5186334 | 2.5432 2.5535
R(6,20)| 1.073 | 1.0753] 1.0855 1.0878 R(24,25) 0.95 9676 | 0.9766 0.996
R(7,10)| 1.3887 1.3905 1.4016 1.403 R(8,9 1.3898921. | 1.4033] 1.4054
R(7,16)| 1.0748 1.0772 1.0893 1.0897 R(8,21) 1.074®768 | 1.0871 1.0894
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Table 2: Optimized Bond Angles (°) of 2-hydroxyanthacene

Angle RHF/6-31G B3LYP/6-31G Angle RHF/6-31G B3LYRB&G

Gas Ethanol Gas Ethanol Gas Ethanol Gas Ethahol
A(2,1,6) | 120.3147 120.3585 120.3268 120.3%8 A(1Bp,| 118.7896 118.946p 118.7792 118.9638
A(2,1,17)| 120.4654 120.4711 120.276 120.2Y38 A(®BN0 | 119.4576 119.5958 119.3378 119.4906
A(6,1,17)| 119.22 119.1706 119.3972 119.3682 A(Z1D,| 122.1163 121.9430 122.23y5 122.0867
A(1,2,3) | 120.9391 120.84 120.9779 120.8928 A(91p,1 118.4262 118.4609 118.4246 118.4227
A(1,2,18)| 120.5918 120.73 120.5564 120.6512 A(102)1 118511 | 118.5585 118.4983 118.5627

A(3,2,18)| 118.4691 118.4299 118.46p7 118.456 A@Q3)| 121.2783 121.104] 121.3361 121.1687
A(2,3,4) | 118.7723 118.8353 118.7248 118.7903 A@®23)| 120.2107 120.3375 120.16p6 120.2686
A(2,3,7) | 122.229§ 122.0801 122.35f7 122.232 A(114)3 119.8142 119.986p 119.8265 120.0622
A(4,3,7) | 118.9981] 119.0846 118.91y6 118.9Y77 A@2A)| 122.334| 121.823] 122.1219 121.6698
A(3,4,5) | 118.4947 118.5235 118.4839 118.4994 A@34224)| 117.8518 118.1908 118.05016 118.268
A(5,4,8) | 122.1445 122.0176 122.2912 122.1801 A@A37)| 121.4183 121.3531 121.23fF2 121.0737

8

9

[82]

N

A(4,5,6) | 120.9383 120.8478 122.2912 120.9191 A@A24)| 114.6273 114.9299 114.9784 115.1901
A(4,5,19)| 118.473§ 118.4519 118.47p1 118472 AA24)| 123.9543 123.7169 123.7844 123.7362
A(6,5,19)| 120.5879 120.7003 120.5347 120.6089 AQ4) | 120.2734 120.1496 120.3953 120.3089
A(1,6,5) | 120.5408 120.5949 120.4984 120.5404 A(@3p | 118.8069 119.1366 118.810p2 119.1742
A(1,6,20)| 119.1368 119.0842 119.34p5 119.3034 A@BEA23)| 120.9197 120.7139 120.7935 120.5169
A(5,6,20)| 120.3224 120.321] 120.16p1 120.1%62 A@d22)| 114.8253 114.83 111.696 112.3201
A(3,7,10)| 121.5996 1214074 121.81B 121.6492 A@@6G)7 | 119.21 119.2812 119.0885 119.1584
A(3,7,16)| 119.1904 119.3114 119.0985 119.1925 A®},8 | 121.5941] 121.4336 121.8443 121.7156

O[0T[oO|O[O[—[00

[O2AIAY)

Figure 1: Optimized Structure of 2-Hydroxyanthracene

Dipole Moments, Quadrupole Moments and Energies

The predicted dipole moments (in Debye) for theenoleat RHF level of theory is 1.3325 and 1.711gas phase and
ethanol respectively. At B3LYP level of theory, tHgole moments are respectively 1.1598 and 1.685fas phase and
ethanol.

The dipole moment of 2- Hydroxyanthracene increasgsificantly in solution and the magnitude of ttipole moment

obtained at B3LYP/6-31G level is slightly lower @@mpared to the corresponding values of the dipwenent at RHF/6-

31G level. Oxygen atoms are having the largesttreleegativity, in this molecule and thus account fois charge

asymmetry.The predicted dipole moments for 2-hygaoxhracene in solution at both levels of theoey gslightly less than

that of 1-hydroxyanthracene. Thus, we note thaptigtion of the O-H group also affects the dipolement of the molecule
[10]; and the choice of the molecule to use asrgarac semi-conductor will thus depend on the pretkédipole moment

required.

Quadrupole moments provide a second order appréximaf the total electron distribution, providiag least a crude idea
of its shape. One of the components being sigmifigdarger than the others would represent angdtian of the sphere
along that axis. If present, the off-axis compoeerdgpresent trans-axial distortion (stretching ompressing of the

ellipsoid). The quadrupole moments for the molealdifferent levels of theory is shown in Table 3

Table 3: Quadrupole moments (in Debye)

Orientation RHF/6-31G B3LYP/6-31G

Gas Ethanol Gas Ethanol
XX -85.5439 -83.3835 -83.0105 -79.9903
YY -71.2033 -66.9084 -71.4339 -67.2698
Y4 -94.6412 -95.0878 -91.7973 -92.2119
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The molecule is predicted to be slightly elongatitmhg the ZZ axis. The total electron distributionorder of magnitude
beginning with the least is YY, XX, ZZ in gas phas® in ethanol at both levels of theory.

All frequency calculations include thermochemicadlgsis of the molecular system. By default, tmalgsis is carried out at
298.15 K and 1 atmosphere of pressure, using tiheipal isotope of each element type in the molacslstem. Predicted
total, electronic, translational, rotational antrational energies in kcal/mol for the three molesiboth in gas phase and in
ethanol is listed in Table 4.

Table 4: Predicted thermal energies (kcal/mol) in 2Hydroxyanthracene

Energy RHF/6-31G B3LYP/6-31G
Gas Ethanol Gas Ethanol
Total Energy 141.039 135.698 132.162 128.433

Electronic Energy 0.000 0.000 0.000 0.000
Translational Energy 0.889 0.889 0.889 0.889
Rotational Energy 0.889 0.889 0.889 0.889
Vibrational Energy ~ 139.261 133.920 130.385 126.656

It is seen (Table 4) that the molecule is slightigre stable in gas phase. The difference in tatatgies from gaseous to
solution phase is a bit larger when electron catieh is included. The highest vibrational energyZ-hydroxyanthracene is
139.261kcal/mol in gas phase at RHF level of theory

Charge Transfer and Polarizabilities

Within molecular system, atoms can be treated@saatum mechanical system. On the basis of thddgpof the electron
density the atomic charges in the molecule canxpéaimed The electrostatic potential derived charges usigGHelpG
scheme of Breneman at different atomic positiongas phase and in ethanol of 2-Hydroxyanthracerlequle at RHF/6-
31G and B3LYP/6-31G levels of theories is giveable 5.

Table 5: Electrostatic Potential Derived Charges on diffesgnmic positions

S/N | Atom| RHF/6-31G B3LYP/6-31G SIN Atom RHF/6-31G 3IBYP/6-31G
Gas Ethanol Gas Ethanol Gas Ethanol Gas Ethanol
1 C - - - - 14 | C 0.641306 0.37902f 0.271125 0.293894
0.089341| 0.084017| 0.063794| 0.073134
2 C - - - - 15 | C - - - -
0.223059| 0.265488| 0.197055| 0.224860 0.573636| 0.416043| 0.322985| 0.350915
3 C 0.181562| 0.218990 0.184169 0.187802 16 H 089120.235635 0.161651 0.189561
4 C 0.204406| 0.220770 0.192423 0.189%15 17 H 034380.122196| 0.086818 0.103842
5 C - - - - 18 | H 0.125665/ 0.150186 0.105709 0.127936
0.215809| 0.249471| 0.186981| 0.210098
6 C - - - - 19 | H 0.119873] 0.150518 0.105124 0.127588
0.091083| 0.125247| 0.096086| 0.109063
7 C - - - - 20 | H 0.105708] 0.132129 0.095222 0.112976
0.384777| 0.473218| 0.364065| 0.396846
8 C - - - - 21 | H 0.201449 0.238116 0.164464 0.193190
0.452545| 0.488349| 0.387829| 0.413465
9 C 0.301727| 0.259342 0.226976 0.225319 P2 H 02@100.206847| 0.169728 0.173811
10 | C 0.106692 0.162408 0.144438 0.142895 PpP3 H 6443 0.201433| 0.133572 0.167777
11 | C - - - - 24 | O - - - -
0.161795| 0.190185| 0.143609| 0.163893 0.812409| 0.757956| 0.588832| 0.658044
12 | H 0.137969| 0.139334 0.095300 0.117320 P5 H 0402 0.500355 0.401454 0.46389%4
13 | C - - - -
0.294307| 0.267311| 0.186931| 0.217001

The Mulliken population analysis partitions the igfes among the atoms of the molecule by dividirmtakr overlap evenly

between two atoms. Whereas the electrostatic pateldrived charges assign point charges to fitcttraputed electrostatic
potential at a number of points on or near the \Dem Waal surface. Hence, it is appropriate to atersthe charges
calculated by CHelpG scheme of Breneman insteddutitken population analysis.

Polarizability refers to the way the electrons aan atom redistribute themselves in response &lextrical disturbance.
We will consider the polarizability induced in theedia as a result of the presence of the incidewtre field, which may

be described by the polarization vecier. Assuming a linear response, and in the absenaayoéxcitations in the medium,
we have:

Journal of the Nigerian Association of Mathematic&hysics Volume 31, (July, 2015), 83 — 94
89



Electronic Structure and Properties... Gurku and Ndikilar J of NAMP

P(F,t) = & () CE, (r,t) (3.1)
where)?(af) is the susceptibility tensor characterizing the mscopic medium.

Furthermore, the presence of an excitation in teeiom described byX (T,t) results in a modulation effect of the wave
functions and energy levels. From a macroscopiaitpof view, this modulation may be described by additional

contribution to the susceptibility tensor. Expargjijf((a{) in a series of Taylor up to first order we obtain:

X=Xot XX (3:2)
As a result, we obtain three contributions to ttaltpolarizability:
R =& U?o [E 3.3)

B =Pt B= Y e, R EDC(q )8 s o}
q

+2% U?'E@ E° (g 8 T4 ¢ } (3.4)
q

where “c.c.” means “complex conjugate”.

The first contribution arises from the zero ordesceptibility term, and gives rise to the Rayleajastic dispersion. The
other two contributions arising from the couplinfgtioe excitation and the electric field describe #tattered light that has
changed its frequency. These two contributionsreferred to as Stokes and Anti-Stokes radiatioldgieand are described
by their respective frequencies and wave-vectors:
KAS = k| +q

Ks=k -1

W =W, +Q

w,=w —Q

The above equations describe the properties ofhtastically scattered light. In the Stokes pracéle incident photon is
scattered while a quantum of excitation with enefi§y is created in the crystal. In the Anti-Stokes pesgea quantum of
excitation is annihilated and therefore, the frempye of the scattered phonon increases [11].Therigalaility tensor
components of 2 Hydroxyanthracene molecules irpgase and ethanol obtained at RHF/6-31G and B3L-8P(® levels of

theory is listed in Table 6.
Table 6: Polarizabilities of 2-Hydroxyanthracene

(3.5)

Orientation RHF/6-31G B3LYP/6-31G

Gas Ethanol Gas Ethanol
XX 245.507 376.550 280.996 417.898
XY -4.018 -6.310 4.034 -5.743
YY 144.673 226.743 153.489 229.144
Xz 0.000 0.004 0.001 -0.011
YZ 0.000 -0.055  0.000 -0.046
7z 40.429 49.210 41.305 50.153

All the six polarizability tensor components (xxy,xyy, Xz, yz and zz) of 2-Hydroxyanthracene molecincreases
significantly in going from gas phase to solutianbath levels of theory . The change in polarizabitensors is more
pronounced in solution than in the gas phase. fitag be due to the fact that the polarity of thevsol and the dipole
moments of the molecules are more in solution thahe gas phase. The polarizability along thedidigonal axis xz, yz and
Xy is very minimal.

Vibrational Frequencies and Assignments

The vibrational spectrum of a molecule is considarebe a unique physical property and is charetigiof the molecule.
As such, the infrared (IR) spectrum can be usedl faggerprint for identification by the comparisohthe spectrum from an
‘unknown’ with previously recorded reference spactifhe fundamental requirement for infrared agtjvieading to

absorption of infrared radiation, is that there trhesa net change in dipole moment during the titmafor the molecule or
the functional group under study. The vibrationadqfiency is usually expressed in trAnother important form of
vibrational spectroscopy is Raman spectroscopyglwisicomplementary to infrared spectroscopy. Hhecsion rules for
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Raman spectroscopy are different to those for iaft@pectroscopy, and in this case a net chanigerid polarizability must
be observed for a transition to be Raman active[12]
In this work, Gaussian software was used to pretthietvibrational spectra of the three moleculeshiir ground states.
These frequency calculations are valid only aiatary points on the potential energy surface, twscomputations were
preformed on the optimized structures of the mdiecuAs 6-31G is the smallest basis set that geatisfactory results for
frequency calculations, it was used. Raw frequeaalculations computed at the Hartree-Fock leveltaionknown
systematic errors due to the neglect of electraretation, resulting to overestimates of about 2061 Therefore, it is usual
to scale frequencies predicted at the HF levelrbgmpirical factor of 0.8929. Use of this factastbeen demonstrated to
produce very good agreement with experiment foridewange of systems. Our values in this studytrhasexpected to
deviate even a bit more from experiment becausthefchoice of a medium-sized basis set (6-31G)uratol5%. For
B3LYP/6-31G a scale factor of 0.9613 is used [3]
Some IR and Raman intense vibrational frequencidstiaeir approximate descriptions for the molecuieder study in gas
phase and ethanol at RHF and B3LYP levels with 6&basis set is presented in Tables 7 to 10. T¢guéncies reported
are not scaled as is usually done in comparingithhéar calculated frequency with observed freqyefas no experimental
results were found for comparism). The B3LYP resglhow a significant lowering of the magnitudestrad calculated
frequencies.
Table 7: Some IR Intense Vibrational Frequencies and theprdximate Description for 2-Hydroxyanthracene Molle at
RHF/6-31G Level of Theory

SIN  Gas Ethanol Approximate Description
366.282 187.127 O-H stretching out of plane
390.324 192.136 O-H stretching out of plane
861.318 426.384 C-H symmetric stretching of rings
1061.89 572.103 C-H symmetric stretching of rings
1205.2 597.537 C-C symmetric stretching of rings
1269.76 684.653 C-C symmetric stretching of rings
1856.69 976.074 C-C anti-symmetric stretchingrajs
4043.38 3800.75 O-H stretching in plane
Table 8: Some IR Intense Vibrational Frequencies and thppréximate Description for 2-Hydroxyanthracene Mole at
B3LYP/6-31G Level of Theory

SIN  Gas Ethanol Approximate Description
402.755 321.637 O-H stretching out of plane
417.904 392.148 O-H stretching out of plane
773.521 630.39 C-H symmetric stretching of rings
923.711 725.26  C-H symmetric stretching of rings
1169.56 887.532 C-C anti-symmetric stretchinglame
1692.78 1560.25 C-C anti-symmetric stretchinglame
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Figure 2: IR Spectrum for 2-Hydroxyanthracene in Gas Phase
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Figure 3: IR Spectrum for 2-Hydroxyanthracene in ethanol

Table 9: Some Raman Intense Vibrational Frequencies and theproximate Description for 2-Hydroxyanthracene
Molecule at RHF/6-31G Level of Theory

SIN  Gas Ethanol Approximate Description

1330.41 187.127 O-H stretching

1402.47 271.893 C-C anti-symmetric stretchinglame
1565.38 397.253 C-C anti-symmetric stretchinglame
1588.95 684.653 C-C anti-symmetric stretchinglame
1665.2 825.8 Ring breathing

1769.47 905.762 C-H symmetric stretching in plane
3355.5 1104.62 C-H anti-symmetric stretchinglanp
3364.27 1332.51 C-H anti-symmetric stretchinglane
3371.75 1333.63 C-H symmetric stretching in plane
10 3387.42 1380.62 C-H symmetric stretching in @lan
11 34089 1388.08 C-H symmetric stretching in plane
12 4043.38 3800.75 O-H stretching in plane

©Coo~NOOPrWNE

Table 10: Some Raman Intense Vibrational Frequencies and #agproximate Description for 2-Hydroxyanthracene
Molecule at B3LYP/6-31G Level of Theory

SIN  Gas Ethanol Approximate Description

1 775.5 625.8 Ring breathing

2 1328.53 1100.31 C-C anti-symmetric stretchingrafs
3 1447.64 1246.78 C-C anti-symmetric stretchingrajs
4 1461.47 1275.44 C-C anti-symmetric stretchingrajs
5 1553.92 1456.66 C-C anti-symmetric stretchingrajs
6 1618.31 1520.11 C-C anti-symmetric stretchingrajs
7 3184.62 2100.1 C-H anti-symmetric stretchingiods
8 3190.57 2315.37 C-H anti-symmetric stretchingrojs
9 3199.42 2456.38 C-H anti-symmetric stretchingrajs
10 3205.97 2731.80 C-H anti-symmetric stretchingrajs
11 3221.68 2864.5 C-H symmetric stretching of rings
12 3238.7 2945.34 C-H anti-symmetric stretchingrds
13 3665.65 3108.6 O-H stretching in plane

Journal of the Nigerian Association of Mathematic&hysics Volume 31, (July, 2015), 83 — 94

92



Electronic Structure and Properties... Gurku and Ndikilar J of NAMP

Raman Spectrum Raman Spectrum

= 30
0700
Jﬁi | <)

_0 A juu_l..

{500 1000 1500 2000 2500 3000 3500 4000 4500 {500 1000 1500 2000 2500 3000 3500 4000

Frequency Frequency
(@) RHF/6-31G (b) B3LYP/6-31G
Figure 4: Raman Spectrum for 2-Hydroxyanthracene in Gas Phase
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Figure 5: Raman Spectrum for 2-Hydroxyanthracene in Ethanol

4.0 Conclusion

The practicability of the findings in this work & encouraging factor. This work provides the funeatal basis for all
computational and experimental studies on this ouddevis-a-vis its semi-conducting and opto-elegrioperties. Our study
has exposed the molecular and electronic propedie® hydroxyanthracene for use in the fabricatafnorganic semi
conductor devices.

To compliment this research work, the experimeptat of this study can be undertaken to ascertenaccuracy of this
computational technique. Also, this work can beelosing other computational physics softwares asdlts compared with
our results in this work.2-hydroxyanthracene carstoeied in other environments to see the effethe$e environments on
their physical properties. Other solvents that &e&nconsidered include hexane, benzene, hydrondphes Carbon
disulfide, Chloroform and other organic solvents.
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