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Abstract

Spatial variability, concerned with variation amongbservations in
space, is usually ignored in the analysis of fiedkperiments. Inclusion of
significant random spatial effects enhances theieincy of estimation of
fixed effects. Mixed modelling provides the opparity to perform such
analysis. Two datasets were investigated for thestexice of spatial patterns
and, where appropriate, the incorporation of suckigtence in the analysis of
the data sets. The study indicated that spatialtpats varied over different
datasets and that these patterns could be modadlisidg appropriate spatial
variance and covariance structures. The approach rscommended as a
standard practice in the analysis of agronomic asgatial-temporal related
trials.

1.0 Introduction

Statistics, the science of uncertainty, attemptmaamlel order in disorder [1]. It is not surprisitigat most people find the
subject enigmatic. However, as life experienceas saientific experiences accumulate, statisticsduese to be recognized
as an extremely powerful research tool. Even vtherdisorder is discovered to have a perfectlynati explanation at one
scale, where the data do not fit the theory exaatly when the need arises to investigate the neiduad uncertainty,
scientists and engineers have attempted to medsutevel of disorder using entropy [1].

All data have precise spatial and temporal lab@enerally, data that are close together in spate fiane) are often more
alike than those that are far apart. A spatial rhadgeorporates this spatial variation into the gatieg mechanism in
contrast to a non-spatial model [2]. Whether oneosks to model the spatial variation through the-stochastic mean
structure (also called large-scale variation) oe @tochastic-dependence structure (also calledl-sowe variation)
depending on the underlying scientific problemyé¢hean sometimes be simply a trade-off between hfddend parsimony
of model description. Allowing for explanatory vales, models with spatial dependence typicallyehav more
parsimonious description than classical trend-serfaodels [3]. They also have more stable spatishygolation properties
and hence yield more efficient estimators of exalary - variable effects.

Statistical methods for spatial correlation can @eided into 2 basic groups, characterization ardjusiment.
Characterization involves estimating covarianceapeters and making spatial maps. Adjustment inghenoving the
effects of spatial correlation to obtain more aateirand more precise estimates of, for examplatnrent means or
differences. Some statistical computer packagelsiding PROC MIXED in SAS [4] and REML in GENSTAB][ for
mixed model analysis are particularly well suitedthese adjustments.

The subject matter of this paper is simply basetherfact that methods need to be developed taemrsumuch closeness as
possible to realities of the empirical data andh# substantive field base of the data. The oljeatf this study is to
demonstrate the existence and subsequent isol#tgpatial pattern in experimental data and then

0] to demonstrate how the spatial distance and dineétom a particular focal point affect the respmrend

(i) to investigate the spatial variance structures rmpptopriate for rectifying the observed anomalies

2.0 Methodology
Models for spatial correlation have their originstatistical methods developed in geology for aapion in mining industry.
Owing to this heritage, many important spatial medee called ‘geostatistical” models [1,6].
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We describe the approach used in SAS [4]. In theplgist sense, we have a set of observations whoskcpl locations and
responses are known. Our primary objective istorate spatial correlation.

The model we are considering is a stationary model
Yi=pte 1)
where Y is the I" observation on Y and & the corresponding error. Letdenote the physical location of Where sis
specified by two coordinates. For example, therdioates could be latitude and longitude. Alterrey, the coordinates
might be indices on a grid, such as north-south east-west, or row-column dimensions respectivdly.this particular
work, we refer to the coordinates ¢fs the “row” and “column” coordinates.

In general, spatial correlation models can be éefiny letting
Var (g) = 0% (2)

Cov (88) = oy (3)

Typically, the covariance is assumed to be a fonctf the distance between the locationarsl § Let d; be distance
betweensand § The resulting models have the general form:
Cov (g, 8) =0 [f (d)] @)

Models for which f(g)) is the same for all pairs of equally distant limas in a given direction, for example, along the,
along the column, or otherwise are called “statighanodels. If, in addition, f () does not depend on the direction, then
the model is said to be “isotropic” [7,8].

SAS allows one to work with the following modelsialihare available in PROC MIXED: -
Q) Spherical

f(di) = [1 - 1.5 (¢/p) + 0.5 (¢/p)’] £ (dj <p) ®)
(2) Experimental

f(dy) = [exp (-¢/p)] (6)
3) Gaussian

() = [exp(-%/p%)] Q)
4) Linear

f(dy) = (1 -pdy) £ (pd;j<2) (8)
(5) Linear log

f(dy) = [1 —plog (dj)l[plog £ (d;j<2)] ©)
(6) Power

f(dy) = p (10)

The power function is a reparameterization of tpomential covariance model. The functié{d; <p), used in the
spherical model, equals 1 whep<dp, and equals 0 otherwise. Similarly)Jlfunctions used for the linear and linear log
models equal 1 when the condition within the pdresis holds and equals 0 otherwise [7].
In some applications, the covariance models giyeova may not adequately account for abrupt chaoges relatively
small distances. These cases can be modelleddirygean additional parameter. The resulting c@raré models are

Var (g) = 0%+ 0% (11)

Cov (& §) =0 [f(d;)] (12)
where the f (¢) can be any of the six models given above. Fesdimodels, the parameters, o2 + 0%, andp correspond
to the geostatistics parameters nugget, sill andearespectively. Using geostatistics terminojeggdels with Var (¢ = 6°
+ ¢, are called models with a nugget effect whereagatsowith Var (8 = ¢® are called no nugget models [9].
In this work, two case studies were considered.
CASE STUDY 1
A brief description of the experiment and treatmdesign and the analysis of the split-plot expenimehich formed our
case study one is given below.
The experiment was carried out at the Internatibmstitute for Tropical Agriculture (IITA) main sfian in Ibadan, Nigeria.
The site had been uncropped for at least 25 yd&drere were four fallow management systems namelghBallow
regrowth,Pueraria phaseoloides live mulch, Alley cropping with_eucaena leucocephala and forest were implemented. The
cropping cycles adopted were continuous croppirgea-cycle and two 4-year-cycles. In each yeae ofthe cropping
cycles was cropped, the others remained or retimtedindisturbed fallow for soil fertility restaran.
The experiment had a split-plot complete block giesiith four replicates, where fallow managemeritem was the
mainplot and cropping frequency the subplot. Plo&asured 1% 24m. The experiment was on a contiguous plot od.la
After clearing in 1989L. leucocephala hedgerows were planted at 4m interrow distancePapthaseol oides was planted at
1.0 x 0.25m spacing in all phases of all cropping fremyetreatments. After three years of fallow, albibass of the 25
percent cropping frequency treatment of Bush falfegrowth (BFR) and Phaseoloides Live Mulch (PLM3svslashed and
burned. In the alley cropping, five distances frin@ hedge rows called position were incorporated.
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0 - 10, 10 - 30, 30 - 60, 60 - 100, 100 — 200 cspeetively. Two factors, the X and the Y coord&sabf the plots are used
to identify the positions of the plots. The bloakieffect was intuitively taken care of by the cdpates.

The coordinates are shown in Table 1.

Table 1: Co-ordinates for the layout of the split-plot expent

Repl | Fallowand | Rep2 Fallow and Rep3 Fallow and Rep4 Fallow and
Cropping Cropping Cropping Cropping
systems systems systems systems

15 c6 |13 B10 1,4 C1l 14 B7

2,3 C7 1,4 B6 1,5 A6 1,5 C7

2,5 C1l 15 C10 2,1 Bl 2,1 A6

3,4 C10 2,2 A6 2,4 C6 2,3 Bl

4,4 A10 2,3 Bl 2,5 Al 3,1 Al

5,4 A7 2,5 C7 3,1 B7 3,3 B6

55 B6 3,6 C1 4,1 B10 3,5 C10

5,6 B7 4,1 A7 4,2 B6 3,6 C6

6,3 A6 4,2 A10 4,5 A10 4,2 A10

6,5 Bl 4,3 B7 4,6 A7 4,5 C1l

7,5 B10 51 Al 5,3 C10 51 A7

8,4 Al 5,5 C6 5,4 C7 5,3 B10

Keys to Table 1

Fallow System Codes (letters)

A = Bush Fallow

B = Pueraria live mulch

C = Alley Cropping

D = Forest
Cropping Cycle Codes(numbers)
1 = Continuous cropping
2 = 3 year-cycle (6)
3 =4 year-cycle (7)
4 = 4 year-cycle (10)
(For example, C6 from Table 1 represents ‘Alley ghiog’ for a 3 year-cycle, Al represents ‘Bush &all system on
continuous cropping).
The data were collected for six months at thre®or days interval. The analyses carried out ondéiita include Traditional
split-plot design analysis (with and without remehbbservations over time and mixed modelling veiéveral variance
structures using SAS version 9.3 [4].
CASE STUDY 2 — Simulated data
These data were simulated [10,11], purposely suienthe presence of trend in the spatial patt&éhree cultivars (CULT)
of winter wheat were randomly assigned to rectaagplots within each of three blocks. The ninetplwere located side-
by-side, and a line-source sprinkler was placedutpn the middle. Each plot was subdivided intolre/esubplots, six to the
north of the line-source and six to the south (DIRhe two plots closest to the line-source repreEgemaximum irrigation
level, the two next-closest plots represent the-heghest level, and so forth.
Analyses:
Two alternative analytical procedures namely gdn@raar model (GLM) and the mixed model (MIXEDjgeedures in
SAS software were used [4] .

3.0 Results
The Split Plot, Repeated Measure Data of Case Studyne
A summary of the analysis of the split-plot trigheve the observations were made repeatedly oveinsds are presented in

Tables 2 to 6.
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Table 2: Analysis Of Variance Over The Six Time

Ojurongbe and Bashiru

J of NAMP

SOURCE DF | TIME ONE TIME TWO TIME THREE TIME FOUR TIME FIVE TIME SIX
MS p-value MS p-value | MS p-value | MS p-value | MS p-value MS p-value

REP 3 4.2201 0.9150 31.7453 0.2897 438.8598001 699.0849 0.0001 742.6047 0.000p $3.530.0812

2 166.1016 0.0663| 565.1909 0.035f 1026.8738029 | 993.6523 0.0117 1206.4577 0.0089 12@.2 0.0139
Wholeplot Error 6 37.6360 0.1818 92.5249 07/531| 56.7956 0.0340 97.4185 0.0809 75.34925910 2.7683 0.7167
cc 3 129.6999 0.0026( 37.8872 0.7887 181.7153002 72.6404 0.0001 1217.8839 0.0001 (0B£10.0023
FSx CC 6 50.7040 0.0697 93.7807 0.5233 136.9440000.0 | 289.7880 0.0001] 723.2052  0.0001 149266.0087
Subplot Error 27 | 20.5824 0.6878 85.9840 (1740| 149.8113 0.0001 206.5434 0.000fL 436.9068.0001 19.3737 0.0001
Residual 64 24.5532 108.0277 23.1792 49.0934 96.981 4.4942

Keys to Table 2: DF — degree of freedom, MS-Meanabe|

Table 3: Tests of hypothesis for between subjecffects and Univariate test of hypothesis for withinSubject effects

Between Subjects Within Subjects

Source DF| MS p-value| Source DF| MS p-value| AdjG-G HF
Rep 3 1170.2958 | 0.0003 | Time 5 2236.72 | 0.0001 0.0001 0.0001
FS 2 | 3177.2602 | 0.0001 | Timex Rep 15 | 151.35 0.0001 0.0006 0.0001
Wholeplot Error | 6 119.9129 0.6301 | Timex ES 10 | 161.44 0.0001 0.0001 0.0001
CcC 3 1060.6436 | 0.0007 | Time x FSx Rep 30 | 48.52 0.0129 0.0371 0.0129
FS*CC 6 | 881.7623 0.0002 | Timex CC 15 | 220.67 0.0001 0.0001 0.0001
Subplot Error 27 | 572.4096 0.0001 | Timex FSx CC 30 | 85.38 0.0001 0.0001 0.0001
Residual 64 | 165.1135 Time x FSx CCx Rep 90 | 85.25 0.0001 0.0001 0.0001

Keys to Table 3: DF — degree of freedom, MS-Meanabe|
In table 3, two types of adjustments to p-values @esented, the G-G, for Greenhouse - Geissethendi-F, for Huynh-

Feldt.

Table 4: Polynomial and Profile Options in Analysis of TirEffects

Profile Analysis Polynomial Effects Analysis
Contrast DF MS p-value Effect DF MS p-value
Time 1 vs Time 2 1 2908.9524 0.0001 Linear 1 2989349 0.0001
Time 2 vs Time 3 1 400.6186 0.0440 Quadratic 1 G865 0.0440
Time 3 vs Time 4 1 339.0123 0.0020 Cubic 1 339.0123 | 0.0020
Time 4 vs Time 5 1 58.3878 0.1696 Quartic 1 58.3878 0.1696
Time 5 vs Time 6 1 12486.3536 0.0001 Quintic 1 1’3830 0.0001

Keys to Table 4: DF — degree of freedom, MS-Meanabe|

Mixed Model Procedure.

Here the total worm cast during the whole periodhef experiment is the dependent variable, while wariables like time
and the co-ordinates X and Y are included in thedyesis as explanatory factors.

Table 5: Covariance Parameter Estimates

REML
Covariance Estimate Standard | Z p-value Estimate Standard Z p-value
Parameter Error Error
Rep 10.8373 11.8762 0.91 0.3615 10.8487 11.8609 0.91 0.3604
FS x Rep 0.000 - - - 0.00 - - -
FSx CC 28.6892 8.9161 3.22 0.0013 29.0454 8.8306 3.29 0.0010
Residual 91.1871 5.1569 17.68 0.0001 79.0706 4.6856 16.88 | 0.0001

*REML — Restricted Maximum Likelihood

Journal of the Nigerian Association of Mathematic&hysics Volume 31, (July, 2015), 27 — 34

30




Incorporating Spatial Structures...

Table 6: Tests of Fixed Effects

Source NDF DDF Type lll F | p-value
FS 2 6 7.56 0.0217
CcC 3 25 3.80 0.0225
FSxCC 6 25 3.42 0.0132
TIME 5 564 28.09 0.0001**
FSXTIME 10 564 1.95 0.0370
CCxTIME 15 564 3.29 0.0001**
FSXCCXTIME 30 564 1.19 0.2222
X 1 564 0.03 0.8667
Y 1 564 0.01 0.9373

** significant at 5%

Ojurongbe and Bashiru

J of NAMP

In Table 6, NDF stands for Numerators degree @fdoen, DDF stands for Denominators degree of freediorthis table,
the co-ordinates do not show any significance whigtjgests that the co-ordinates do not affectphéia pattern of the
data. But time is very significant

ANALYSIS OF DATA 2

Table 7: GLM Analysis of Data Two (ANOVA)

Source MS p-value

BLK 221.0803 0.0001

DIR 105.0694 0.0001

IRRIG 90.7844 0.0001

DIRXIRRIG 2.8414 0.7772

CULT 3.0024 0.6667

DIRXCULT 8.5658 0.2246

IRRIGXCULT 2.4611 0.9633

DIRXIRRIGXCULT 4.8938 0.6140

Table 7 shows the regular analysis of variance tablfor data 2, where the direction (DIR)  and the
method (IRRIG) are highly significant.

Table 8: Covariance Parameter Estimates (REML) {Mixed Mpde

Covariance Parameter Subject Estimate Std Error Z P>|Z|
BLK 5.8553 6.4725 0.90 0.3657
BLK X DIR 0.7649 1.5369 0.50 0.6187
BLK X IRRIG 0.7199 0.7231 1.00 0.3194
TOEP (2) BLK x CULT -0.7660 0.5827 -1.31 0.1887
TOEP (3) BLK x CULT 1.2835 0.4242 3.03 0.0025
TOEP (4) BLK x CULT -1.9564 0.7299 -2.68 0.0074
Residual 4.6810 1.0318 4.54 0.0001

irfgation

Table 8 lists the covariance parameters for tha.d@he first three rows are the variance companand the final four make
up the Toeplitz structure. Here, the estimated eaorg for the different factors are given in the ‘Estimate’ colunand their

various Standard Errors in column 4. The estimatkdr o?is seen as the residual with a standard errorQ1B.

The model fitting Information or fit statistics fahe covariance parameter estimates gave -186.3théresidual log
likelihood, -193.31 for the Akaike’'s Information i@rion,(AIC) -201.43 for the Schwarz’'s Bayesianténon (BIC) and
372.63 for the -2 Res Log Likelihood. These valaes used to determine how good your model is, mhaller, the better

your model.
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Table 9: Tests Of Fixed Effects

Source NDF DDF

Type lll F Pr>F Type lll F Pr>F

CULT 3 61 0.92 0.4388 2.38 0.0782

DIR 1 2 4.28 0.1744 4.38 0.1713

CULT x DIR 3 61 0.92 0.4376 0.84 0.4786

IRRIG 5 10 11.32 0.0007 11.42 0.0007

CULT x IRRIG 15 61 0.74 0.7342 0.97 0.4920

DIR x IRRIG 5 61 0.77 0.5765 0.59 0.7055

In Table 9, only IRRIG is significant at 5% levdlscuss

Estimates and tests of significance of a croppiyrsiesn contrast, linear effect of IRRIG and theriatfion of the two effects
are presented in Table 10.

Table 10: Cropping System, Irrigation and Interaction Effects

Effect Estimate Std Error DF T Pr>|T|
ClvsC2 -0.1521 0.3659 61 -0.42 0.6790
Linear IRRIG 42.0572 5.8772 10 7.16 0.0001
C1vs C2 x Linear IRRIG 1.7783 9.0260 61 0.20 0.8445

Table 11: Estimates of Covariance models:

Cov Parm Subject Compound Symmetry Autoregressive Order 1

(CS) Covariance [AR(1)] Covariance

Estimate Estimate Std Error Pr>|Z|
BLK 8.3094 5.5417 6.1743 0.90 0.3694
BLK x DIR 1.4118 0.7078 1.5920 0.44 0.6566
BLK x IRRIG 0.2415 1.1216 0.6657 1.68 0.092(
AR (1) BLK x CULT -1.9668 -0.5171 0.1199 -4.31 00
RESIDUAL 4.9227 4.1951 0.9180 4.57 0.0001

In Table 11, the fit statistics for the estimatésavariance models gave -188.31 for the residegllikelihood, -193.47 for
the Akaike’s Information Criterion,(AIC) -199.27rfthe Schwarz’'s Bayesian Criterion (BIC) and 37&®5the -2 Res Log
Likelihood. These values are just slightly differérom what was observed in Table 8 model.

4.0

Discussion

From the first data, it was discovered in the itradal GLM analysis (Table 2) that the Croppingdgy (CC) is very

significant in the 3rd, 4th, and 5th months whtlésinot significant in the 2nd month; TA represetite 1st month of the
experiment, TB the 2nd and so on.
The Fallow System (FS) is significant throughotitvds noted that there is a very significant intdoa between the FS and
CC in the 3rd month to the 6th month of the experitm(Table 2) while it is slightly significant ime first month and

definitely not significant in the 2nd month. Frohis, we can see that the time has a great effettteoaxperiment.
From the tests of hypothesis for between subjdecesf (Table 3), it's noted that every other effegtept FS x Rep was
significant, this indicates that there’s a stroalgtionship between subject effects in the model.
In the Univariate test of hypothesis for within fdi effects (Table 3), we have the F-test forlithin subject effects with
time and adjustments to the p-values accordindnéoassessed degree of failure for the Huynh-Feldtitions to be met.
Two types of adjustments to p-values are presentdus table, the G-G, for Greenhouse - Geissdrtaa H-F, for Huynh-
Epsilon is a
guantity whose value equals 1 if the H-F conditianaot met, and has a value, which decreasesimgtieasing failure for

Feldt. Each of these adjustments is obtained bgodisting the degree of freedom by a factor of ‘iepsi

the H-F conditions to be met. These two adjustmeifitsr in the manner by which epsilon is estimated

This could make the result rather inconsistent'satvisable to use PROC MIXED in their stead.
For these data, G-G Epsiler0.6181 and H-F Epsilos 1.1300.
In the ANOVA of contrast variables (Table 4), wevbghe ANOVA tables for the variables computed sadgjally as the
regression coefficients for polynomial models. &sanoted that Time 1, which is the linear coeffiti@ the linear model, is
very significant. Time 2, the quadratic coefficiémta quadratic model is not significant in thefgleooption while the story
is different in the polynomial option. Here, itneted that there is no linear trend but there amratic, cubic and quartic

trends in the data.
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Using the Mixed Model approach, with co-ordinatesl dime as additional factors (Table 6), we discotmt the co-
ordinates are not significant but the time is vativariance parameter estimates (Table 5), we levedtimated rangs for
the effects listed under the estimate column withirtvarious standard errors and the estimatedsSille. the variance as the
residual to be 79.0706 with a standard error 08866and is highly significant.

From the second data, it was observed that usen@ttM approach (Table 7), the Block, DIR and irtiga levels are highly
significant. On the other hand, in the Mixed Modpproach (Table 9), it was discovered that ondylthigation levels are
significant, i.e. the block does not have any ¢féentrary to what was seen in the GLM.

Modelling the covariance structure (Table 8), itsveiscovered that the covariance structure folltvesToeplitz with four
(4) bands. From Table 10, it was observed thatCdot significantly different from C2, the interact of the two is not
significant and IRRIG possesses a strong lineampoomnt.

The data were tested using three covariance stastihe result is presented in table 11. It isethobere that the
Unstructured and the Compound Symmetry have tefiikelihood and unable to make hessian positefinde respectively
and therefore model fitting diagnosis are not add. On the other hand, the Toeplitz criteriotineste (-0.5171+ 0.1199)
in AR(1) model suggests that the data have Auta&&sive order (1) structure.

5.0 Conclusion
After modelling with two different datasets, a cluston could be reached that the spatial pattermsfferent datasets differ

and that the pattern could be modeled using varmmsriance structures and spatial covariance tsteg Our data
suggested the Toeplitz with four (4) bands covasastructure and Autoregressive order (1) structure
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