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Abstract

This paper examines a new approach of using the gestage-N-fold cross
validation rule (NFCV,;p) to determine the expected value for the actualraite of
a predictive discriminant function (PDF). The metldois similar to K-fold cross
validation method (KFCV) used to predict the fit @ model to a hypothetical
validation set when an explicit validation set i®iavailable. The new approach
produces estimates of the actual hit rate that wemensistent, and essentially
equivalent to that of the leave-one-out cross vation (LOOCV) method with
less computational expense.

Keywords:Percentage-N-fold cross-validation, Actual hit-r&eedictive discriminant function, Categorical
criterion.

1.0 Introduction

When the criterion for prediction involves one oone predictor variables along side with a categdriciterion, such

prediction will call for the use of predictive disminant analysis (PDA). In PDA, assessing the degyf accuracy of a
predictive discriminant function (PDF) amounts sti@ating a true hit rate (in particular the actuialrate, denoted here

by P(a)). This is the hit rate obtained by applying a rbdesed on a particular training sample to futurapes taken

from the same population. That iE,(a) may be thought of as the expected proportion ofect classifications over
future samples yielded by a rule based on stadiftton a particular training sample.

Among the several notable cross-validation (CV)hods used in estimation Ef(a), leave-one-out cross-validation
(LOOCV) is the most frequently used one, becausestimation is considered a nearly unbiased emimfeP(a). It is

the most classical exhaustive CV procedure origirdésigned to estimaﬁ(a). However in the case of large training
sets, LOOCV method can be computationally intrdetahlso, due to the reuse of the original data @/ method
often yields relatively high varied results [1, dJhe increased variance may be due to the factttieaintersection
between the complements of two holdout portions h&sdata points. These data points are used, alathgthe one
extra point, in fitting the PDF to predict the pbleft out. Thus, the PDF is fit twice on almosethame data, giving
highly dependent predictions; dependence typidalliates variance [1, 3, 4, 5]. K-fold cross-validga (KFCV) was
then introduced in [6] as an alternative to the potationally expensive LOOCV method. The work i fiound 5-fold
and 10-fold CV to work better than LOOCV method,iltthe work in [3] suggested k should be chosemwbéen 5 and
15, depending on n, how to determine a good cHoict&” has remained a major drawback, and a hamdly of thumb

is yet to be established. Generally, in literatnrealue of 10 for k is popular for estimating theoerate oiP(a).

The task of estimating thE’(a) (i.e. the predictive accuracy) of the PDF for tla@a on hand, thereby obtaining the fit of
the PDF to a hypothetical validation set (i.e., twwomore validation samples), has received muchbréiial attention.
Over the years, statisticians and methodologisis hesorted to hit rate estimator methods sudbramula method [8, 9,
10], internal analysis method [11, 12] and thexternal analysis methods which include validation procedure and Cross-
validation procedure to accomplish this task. Nigatariants of the validation procedure includedsolt sample
method [13, 14] and the repeated random sub-vaiahethod [15]. Other notable variants of the sraalidation
procedure include leave-one-out cross- validatia@thod [13, 16], and the K-fold cross-validation hwet [6, 7]. The

use of formula method for estimating tﬁéa), has been restricted to the two-group multivariagemal case [10]. The

(a)

formula method is generally recognized as a poiimate of P [1]. The observed hit rates obtained using therirl
analysis method may be misleading, since in mos¢ésahe observed hit rate is spuriously high [Bilarly, the
external analysis methods, which include validagmocedure and cross-validation procedure genergigld good
estimators in the sense of accuracy, yet they aite gineconomical with real data set [10, 12]. Tasults of two
simulation studies [4, 5], indicates that the exdéanalysis methods may yield high hit rate ediamshat have relatively
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high variability over repeated sampling. This riellly high variability may be due to the reuseluf priginal data.

In this paper, a modified CV procedure is developg@dapting the K-fold cross-validation (KFCV) inetl introduced
in [6], as an alternative to the computationallpexsive LOOCV method. This variant of CV builds ¥ frocedure by
changing the choice of “k"(i.e., the number foltis)a known decision variable. This paper will shioew the modified
CV procedure otherwise known as the percentageldNeimss-validation rule, NFG[17] can be used to obtain a true
hit rate estimate of a PDF that is essentially egjent to that of the LOOCV method with less conapioh time.

2.0  Estimation of Actual Hit Rate
To describe the propose rule otherwise known agp#neentage-N-fold cross-validation rule (NFQYthis paper first
returns to LOOCV method pioneered by Stone [13]thedKFCV method originally introduced by Geissgfr\hich are
notable variants of thexternal analysis method.

2.1 Leave-One-Out Cross-Validation (LOOCV) Method
The LOOCV method [13] was originally designed tdireate the actual hit ratd?(a). It involves using a single
observation from théistorical sample, denoted here &, (this is the complete list of objects over all gps) as the
validation data, and the remaining observationshastraining set. This process is repeated N tiswesh that each
observation inD,, is used once as the validation data, and the piops of deleted units (test samples) correctly
classified are used as the hit-rate. If we let
-
g =1t 2, =7,
0 otherwise
0-l
where Z; is the predicted response for the jth observatiomputed with the jth observation removed from the
historical sampIeZj is the value of jth observation in the historisample. Mathematically, the LOOCV estimate of

P@ is given by
0 (a) 1 N
P Looev = dei x 100
= @
where N is the total number of cases over all groups (& ef historical sample)

2.2  K-Fold Cross-Validation (KFCV) Method
K-fold CV was introduced by Geisser [6] as an al&ive to the computationally expensive LOOCV metfi8B]. In K-

fold cross-validation method (KFCV), the historisaimple, D is partitioned into K sub-samples (folds). Of theub-

samples, K-1 fold is used for training and the rieving one for testing. The cross-validation processthen repeated K

times, with each of the k sub-samples used fodatibn exactly once. If we denoi%(a) as the hit rate for each of the k

sub-samples, and let

) o-k(j)
d,— —-J1 if Z =Z;
0 otherwise

0=(i)
where Z is the predicted response for the jth observatamputed with the k(j)th part of the data remoqu, is
the value of jth observation in thB,, k( ] ) is the fold containing observation j. Then therhie for the k sub-sample
is define as

(a):iW d. x100
A= -2

)

and n, is the number of cases in the validation samplerdfore, the KFCV estimate (fP(a) is given as

o (a) K
PKFCV = }{( Z Pk(a)
k=L )
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2.3  The Proposed Rule
The proposed rule we present in this work, whicla imodification of the K-fold cross-validation methinvolves
carrying out a percentage-N-fold partitioning oé tata set and will therefore be referred to aspéreentage-N-fold

partitioning rule (NFC\b). Let Dy = [Xl, Xor v v s XP] be the historical data matrix arfd, [J (0™ be the data

K

matrix of the kth group, wherg is the sample size of the kth group, id’lk = N. From the historical sampld),
k=1

we compute the PDF, Z given as

Z=u X;+tu, X+ .. +ug X
=1 (0}) @

where Z(Opt) is the linear discriminant functiory); are the discriminant Weightéii* are the selected predictor variables

and 7} (Dn ) indicates that the PDF is calibrated on selectetliptor variable from a pool of identified poteaiti

predictor variables.

In order to obtain the a true hit rate estimat®bf, Z, we begin by twenty (20) validation sdtév,) from any
given historical sample using the outline of NEEVule given as follows:

Stepl: Obtain a training set,(t) as a percentage of the historical samjidg,

Step2: For each training sampl@,f(f) obtained in step1, comput€ = U(Dr(]t)) and obtain it's P(a) on the

validation sample Drgv)

Step3: Repeat steps 1-2 using percentage vallg; @D, 80 and 90 respectively (see Appendix Aprcentage—N-
fold partitioning of data set).

a
If we denotelgin; as the estimate dP(?) for each of the n Validation samples, and let
) g-n(i)
d, = 1 if z =2
0 otherwise

o-n(i)
whereZ; s the predicted response for the jth observatmnputed with the n(j)th part of the data removemhfithe

historical sampIer is the value of jth observation in the historisaimple, n(j) is the fold containing observation j.

D(a)
Then the estimatel,a(“) is defined as
0 (a) 1 n,
Pu= —>d;*x100
n, j=1 (5)

o (a)
where n, is the number of cases in the validation sampte. NFC\» estimate of the actual hit ratep is given as

o (a) 1 N o (a)
PNFCV,F, = Z p(n)
N-p = ©

where Nk is the total number of folds based on percentadiges of 60, 70, 80, and 90 respectively

3.0 Computational Examination and Results

3.1 Historical Samples 1 and 2

Two historical samples (or data sets) were usedhiar study: Historical Sample 1 [19] includes @legrade point
average (GPA) for 100 level and grades in all stiad and mathematics core courses from studecésleamic records
for 100 and 200 levels, in the Department of Siatisin a University system, while Historical Sdm@ [17] includes
measures of interest in outdoor activity, soci@piland conservativeness of employees in three rdiffe job

classifications (customer service personal, mecdsamind dispatchers) from a large internationatairier. Since PDA
is concerned with hit rates and accuracy of clecsgibn, and any reasonable PDA stepwise procedutess focus on
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maximizing hit rates. To confirm the GPA and STAL2®or Historical 1) as well as outdoor activitycgbility and

conservativeness (for historical 2) as the bessetshof the predictor variables using the forwaegpwise analysis, we
then use an “all-possible-subsets” approach [20,vw#iich gave the same result with that of the fadvatepwise
analysis.

3.1.1 Methodological alternatives
Using the two historical samples as shown in Appetdand 2, this study examines the performancehefe different

P(a) estimation methods in PDA, including
(a) LOOCYV (leave-one-out cross-validation) [6, 23]
(b) KFCV (V-fold cross-validation) [6, 20]
(c) NFCV; (Percentage-N-fold cross-validation) proposedis paper.

The first and second hit-raﬂ@,(a) estimation methods are well known CV procedurekthg first one is incorporated in
many computer software. Also, the first two methgd®OCV and KFCV) produce more than one PDF. Fa th
LOOCV method, the number of PBI equal to the size of the training sample usdtle for the KFCV method, the
number of PDEis equal to the number of folds used. (Hence, shisly omits results for the obtained RO&r both
methods as well as the summary of hit-rates foL@OCV method, hereafter.)

For the proposed rule, using the outline of thecgetage-N-fold cross-validation procedure, we iobfar
Historical sample 1 and 2 the PPgiven as

Z,= Ui X, +U2X,

= 1.277(GPA) + 0.045STA 20 (7)
Z,= Ui X, +U2X,+U3X,
= 0.209(OUTDOOR ) - 0.10q SOCIAL ) + 0.1TONSERV ) 8)
3.1.2 Computational results
Table 1: Summary of Hit Rate Results
Historical sample 1 Historical sample 2
KFCV hit rates NFCY hit rates KFCV hit rates NFG\hit rates
5 folds 10 folds 20 folds 5 folds 10 folds 20df®
95.8 66.7 87.5 78.6 71.4 82.1
91.7 100.0 87.5 85.7 78.6 82.1
91.7 75.0 83.3 85.7 78.6 81.0
66.7 100.0 97.2 78.6 85.7 85.7
87.5 100.0 80.6 82.1 92.9 81.0
83.3 83.3 78.6 78.6
66.7 91.7 85.7 85.7
83.3 95.8 71.4 85.7
83.3 79.2 85.7 78.6
91.7 87.5 78.6 82.1
66.7 71.4
100.0 85.7
83.3 85.7
100.0 85.7
100.0 92.9
91.7 78.6
66.7 64.3
91.7 71.4
83.3 85.7
91.7 /8.6

Table 1 documents hit rate results for two hit eg8mation methods (K-fold cross-validation metlaodi our proposed
method otherwise known as the percentage-N-foldsevalidation rule) obtained from validation seatsni historical
sample 1 and 2. The first two columns under histdrsample 1 list the hit rate results for the BHand 10-fold variants
of KFCV method; while the third column lists the hate results for the NFCVrule. Similarly, the first two columns
under historical sample?2 list the hit rate restdtsthe notable 5-fold and 10-fold variants of KF@nethod, while the
third column lists the hit rate results for the NEErule.
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Table 2: Summary of Actual Hit Rate Estimates foLOOCV, KFCV and NFCV  Methods

In LOOCV | KFCV NFCV . | ValidN (listwise)
5 fold 10 fold Unweighted
Historical sample {87.5 86.7 86.7 85.0 87.4 120
Historical sample (81.4) 80.7 82.1 80.7 81.1 14C

(a)

Table 2, we present the summaries of the actuahtdt P*™ for the three hit rate estimation methods considi@nehis

study. The estimates of the actual hit rzﬂg’f‘) shown in Table 2, are simply the average valuethefvarious hit rate
results listed in the six columns of Table 1 (excdsat of LOOCV method that was obtained directigni SPSS 16
statistical package output result) . Also, the hitorates results shown in column 1 of Table 2 weheslues are written
in bold cases represent the hit rates obtained wh#nhistorical samples were used as validatiompées.

4.0 Discussion of Results

To obtain the two LOOCV actual hit ratP,(a) estimate in column 2 of Table 2, a total of 120 ddd validation
samples as well as 120 and 140 RDPéspectively are needed. Similarly, for the 5-faltdl 10-fold variants of KFCV
method, a total of 5 and 10 validation samples a6 @ 5 and 10 PQFespectively are needed to obtain the actual hit

rate, P(a) estimate in column 3 of Table 2. While the NFg¥ctual hit rate,P(a) as shown in column 4 of Table 2,
requires 20 validation samples and 20 RBdSpectively.

In column 3 of Table 2, under the 5-fold varianttbé KFCV method, the actual hit raﬂ@,(a) estimate of 86.7 for
historical sample 1 is equal to that of the LOOQ¥mate in column 2 of Table 2, while the 5-foldigat estimate of
82.1 for historical sample 2 is significantly diféat from that of the LOOCV estimate. But stilldolumn 3 of Table 2,
under the 10-fold variant, the reverse was the.cHsis finding indicates that the 5-fold varianttbE KFCV performs
better than the 10-fold variant for historical sdenp since its estimate was equal to that of th© DV estimate, while
the 10-fold variant performs better than the 5-fddiant for historical 2. Consequently, one neetfldve an idea of the

LOOCV hit rate estimateP(a) to serve as a guard in determining a good chdi¢&o(number of folds) when using
the KFCV method. In addition, this finding also icates that the KFCV method actually has a drawladetermining
the choice of “K” or the variant to use. BreimandaBpector [7] have already reported that the choic&” has
remained a major drawback.

o(a)
A cursory look at our proposed rule (NFGEVestimate ofP(a) in Table 2 shows that ol  estimate of 87.4 for
historical sample 1 and 81.1 for historical sanfbre essentially equivalent to that of the LOOGYneates of 86.7 and
80.7 respectively. Also, when both historical saamfil and historical sample 2 were used as validasiamples
(otherwise known as internal analysis method), hherate estimates of 87.5 for historical 1 and48for historical
sample 2 are also essentially equivalent to oupgsed rule actual hit rates estimates. Since walalesto obtain actual
hit rate estimates that are not only consistentrmd@mpared with that of KFCV method, but esselgtiatjuivalent to
LOOCYV estimate with less computation expense, @amengaintain that our method proves better

Also this study has also reveal the need to havelem of the LOOCV hit rate estimatE’,(a) to serve as a guard in
determining a good choice of “K” (number of foldghen using the KFCV method.

5.0 Conclusion
Thisstudy has examined categorical criterion ptédic process (in particular, PDA), especially inetlrea of
o(a)

assessingthe predictive accuracy of a PDF whichuatsoto estimating the actual hit raf®, . The new approach
produces estimates of the actual hit rates tha¢ wensistent, and essentially equivalent to thahefLOOCV method
with less computational expense.

The efficiency of the proposed rule is determibgdomparing it with classical CV variants usingtreal data
sets. Another important result of this study isphoviding an alternative choice of k (i.e., 20 ®Jdwhich yielded a
consistent and better estimate of the actual teteampared to that of the K-fold CV variants. lshbe stated that the
calculation time of our method is greater: in thisrk 20 folds was needed to obtain an estimatehferactual hit rate,
versus the 5 or 10 folds used in K-fold CV variakiswever, it is clear that for most applicatiomsl astudies this has no
special relevance if we take into account the athges presented in the foregoing.

Finally, two real historical samples have beendusgonsequently, the validity of the experimentsults is
limited to the scope of the data sets used. Thexetbis article believes that more experimentallts are called for in
order to make a final conclusion on the efficien€yhe proposed rule over the known classical adteves.
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Appendix A
Percentage-N-fold Partition of Historical Sample ofSize 120 for Two Group
60% of historical sample (2 folds)

Group !

Group :
1. Shaded parts = deleted data points of size 48
2. Unshaded parts = training samples of size 72

70% of historical sample (3 folds)
Group 1
Group :

1. Shaded parts = deleted data points of size 36
2. Unshaded parts = training samples of size 84

80% of historical sample (5 folds)
Group 1
Group 2

1. Shaded parts = deleted data points of size 24
2. Unshaded parts = training samples of size 96

90% of historical sample (10 folds)
Group 1 |
Group 2 |

=
=

| — |
.
—
E
—

1. Shaded parts = deleted data points of size 12
2. Unshaded parts = training samples of size 108.
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