Journal of the Nigerian Association of Mathematic&hysics
Volume28, No. 1(November, 2014 pp 223 — 234
© J. of NAMP

Artificial Neural Networks Based Modelling for landslides susceptibility
Zonation in a Part of Himalayas, India

Levi I. Nwankwo® and Prashnant K. Champati-ray

!Department of Physics, University of llorin, llorin 240003, Nigeria.
’Department of Geosciences, Indian Institute of Rene Sensing, Dehradun 248001

Abstract

Landslides are major natural geological hazards améch year these are
responsible for enormous loss of human lives andjperty in Himalayan region
spreading over Pakistan, India, Nepal, and BhutaRecent studies have revealed
that landslides occur due to complex interaction séveral geo-environmental
parameters such as lithology, geological structuredaults, lineaments),
geomorphology, slope gradient, slope aspect, soiture, soil type, drainage, land
use and anthropogenic factors. Attempts have beeadm to integrate such
factors based on either statistical or heuristic @pach to produce landslide
hazard zonation maps showing relative susceptipilif a given area to landslide
hazards. However, such methods have several linutet and therefore, an
attempt is made to integrate layers by training ttiata set using artificial neural
network (ANN) to arrive at more reliable resultsh& methodology was developed
in an area within GiriValley in the Sirmour distritof Himachal Pradesh, India.
Causative parameters and landslide maps were derif®em interpretation of
satellite images, topographic maps, field surveydamther maps. These
parameters were taken into consideration while ugithe back-propagation of
neural network method. The weights obtained fromethrained network were
consequently utilized for map integration and clifssation. The resulting
landslide susceptibility zonation map delineate® threa into five classes: Very
High, High, Moderate, Low and Very Low. These classwere validated by
correlating the results with actual landslide ocaences. The early results are
very encouraging and attempts are being made totHer improve the training
and classification results.

1.0 Introduction

Landslides are major natural geological hazardsesmwh year these are responsible for enormousofoseman lives
and property in Himalayan region spreading overid®aR, India, Nepal, and Bhutan. Recent studie mavealed that
landslides occur due to complex interaction of s@vgeo-environmental parameters such as litholagpglogical
structures, geomorphology, slope gradient, slopecs soil texture, soil type, drainage, land usd anthropogenic
factors. Attempts have been made to integrate faatbrs based on either statistical or heuristicrapch and produce
landslide hazard zonation maps which shows thdivelgusceptibility of a given area to landslidedrals. However,
such methods have several limitations and thergforattempt is made to integrate layers by trgitire data set using
artificial neural network (ANN) to arrive at moreliable results. The motivation to use pattern gad@n algorithms,
such as artificial neural networks (ANNS), is taiasin the decision-making required in the assessrmand mitigation of
natural hazards. ANNs are computer models baseselp®mn the nonlinear neuronal structure of natorganisms.
More properly, they are stimulus-response trarfsfiections, typically used to generalize an inputpoi mapping over a
set of examples [1].

ANN techniques have been successfully applied idetiimg and forecasting due to its flexibility and a result, its use
in the monitoring and assessment of landslidesréesived ample recent interest and quality of teg@ - 10]. For
example, Pradhaet al [2] applied data mining model for landslide hazamdpping in Cameron Highland, Malaysia;
Lee and Evangelista [3] mapped an earthquake inldaasceptibility in Baguio City, Philippines usid#NN, while
Gomez and Kavzoglu [4] applied same in JabonosarRasin, Venezuela. These papers reported thatsAdifér a
promising modelling alternative in landslide stiglie

The purpose of this paper is therefore, to preaeANN modelling approach to landslide susceptipititapping in a
sampled area of the Himalayas. The study areatlinnvGiriValley in the Sirmour district of Himach&radesh, India
and bounded by latitudes 380’ N and 3645’ N and longitudes 730’ E and 7750’ E (Survey of India, 501,
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topographic sheets 53 F/10). Mass movement is anmnphenomenon in this area and during monsoongapelation

is often physically cut off from the external wofflak weeks. This causes many hardships for the Ilpetip addition to

natural causes, the slides in this area are afaceiced by reckless mining activity [11]. The assaent of landslide
hazard and the vulnerability of the population paeticularly important for effective mitigation eftts in this area.

2.0  Artificial Neural Networks

Artificial Neural Networks (ANN) are a powerful nfematical learning technique composed of neuronpracessing
elements, organized hierarchically in layers, whéch able to emulate model components [12 - 14¢ ddncept of
Artificial Neural Networks (ANN) and of course, #idial neurons were initially dealt with by McCuolth and Pitts [15],
however, work on ANNs was relatively non-existentiluthe early 1980s, when Hopfield [16] set thag# for using
ANNSs in a wide array of multi-disciplinary field&ANN models work to mimic the functions of biologicgeuron cells in
the brain. A basic representation of the neuronindteraction with other neurons is presenteHigure 1.
Communication of information among the brain’s e is conducted through electrical pulses of verifvequencies
and magnitudes. These electrical pulses are prddagea response to the input of information intd aithin the body
and allow communication not only within the braiat lwith all body functions (i.e., muscle responseyan function,
etc.). The primary components of the neuron arentingleus, dendrite, axon, and synapse. In gendealdrites are
responsible for receiving information from otherurens, the axon sends an electrical signal (irggrination) to
neighbouring cells, and the synapse is the cororegioint between an axon on one cell and a denfhiia a
neighbouring cell. Neurons function in a massivadyallel manner as signal communications occursgcnoany cells,
and each cell can have as many as 10,000 dentldteare continually being fed electrical signdlse many sources of
signals being fed into an individual cell are reedl into a single signal, which is output througl &ixon and delivered
to associated dendrite receptors.

ANN models retain some of the neurological vocalyuta describe the components of the system. THK&l Anodel is
therefore, comprised of three basic elements: Aobsiynapses (connecting links), each of whichhiaracterized by a
weight. The strength of the connection betweennguti and a neuron is noted by the value of the teilyegative
weight values reflect inhibitory connections, whilesitive values designate excitatory connectidng.[Secondly, an
adder sums up all the inputs modified by their eesipe weights. This activity is referred to asln combination and
thirdly, an activation function which controls thenplitude of the output of the neuron. The neuromadlel also includes
an external bias which increases or lowers theinpatt of the activation function, depending whetlteis positive or
negative respectively.

Network architecture depicts the pattern of corinestbetween neurons. Various network architectaresavailable. A
single layered network typically consists of inputits fully connected to the output units, whereamulti-layered
network (Figure 2) has one or more hidden layetgeifwveen. Various types of supervised ANNs alseteRi supervised
ANN uses a training dataset for which both the trglata and resulting output data are known. Thersigion process
defines relationships between input and output dgtateratively adjusting connection weights andugng model
errors. This adjustment occurs both at the indi@icheuron scale and globally through the modegnapting to reduce
the model error over time. Back Propagation NeNetwork (BPNN) multi-layered architecture with twaidden layers
was used in this study. The first operation in &\BPFis the feed forward operation. During this opiera each input
neuron receives an input signal and broadcastsidsl to the connected neurchs ..., Zn in the first hidden layer.
The total input to th&, neuron from the input layer is:

z(in), = > U,y +uh )
i=1

Each of these neurons then computes activationsands its result to the connected neuréps..., K in the second
hidden layer. The total input to thg neuron from the first hidden layer is:

q
k(in), =Y v;,z, +V, ] 2
h=1

Each neuron in the second hidden layer computecitgation and sends its result to the output oreuf he total input
to the output neuro® from the second hidden layer is:

p
o@in) => kw, +w, 3)
=1

Finally, the output neuron yields the network otitpacording to the activation functid@=f[O(in)]. The activation
function is the same for all neurons in any paféiclayer of a neural network. In this work, thedyy sigmoid function
was utilized, which may have any value between plud minus infinity and squashes the output ineordmge [0, 1].
The sigmoid function takes the form of:

1
f(x) =
() 1+e™*

(4)
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The backward pass is concerned with error compuitatnd connection weight updates. The network auspcompared
with the target output to determine the error. Axective functions is defined &-=0.5¢-0)? and connection weights
are updated using generalized delta rules. Thetemfahe weights connecting the second hidderr leyth the output
equation (3) is given by:

W, =W, +Aw, ©)
wherew; , andw; , are new and old weights, respectively. The incraaleveight is given byww=-u0E/ow;, wherey is

called the learning rate. Similar weight updates ba obtained for weights connecting the secondthadirst hidden
layer, and the first hidden layer and the inpuetay

3.0 Data Base

Accurate detection of the location of landslidesvésy important for landslide susceptibility stuslidRemote sensing
products, such as satellite images and aerial ghapbs, could be used to obtain significant andt--efisctive
information on landslides. In this study, the thém#actors were derived from the interpretatiorLéfNDSAT TM and
SPOT PAN Images of the study area. The images wemged (Figure 3) for better spatial resolution &mdthe
preparation of Landslide Inventory map. In additiSarvey of India topographic map (53f/10) at 108D scales (Figure
4) and geological map were also used. Extended $iefveys were carried out in the study area tiecoinformation on
existing landslide distribution to assist in rel@lcreation of ANN data sets and validation of otlleematic maps
(Figure 5).

From the spatial database, landslide-related faatere calculated and extracted. The factors dreldigy (derived from
geology map), Land-use map (derived from topograptap, aerial photo, satellite image and field itigedion),
drainage (derived from topography map), road mapography map and satellite image), lineament yddrifrom
topography map, aerial photo, satellite image asld fnvestigation), slope amount and aspect (topplgy map), Mass
wasting (satellite image and field investigationyla/egetation (derived from satellite images). ddinese nine factors,
ANN methods were applied to analyze the landsligeaptibility. All the landslide inducing factorere converted to a
raster grid of 10m x 10m cells, occupying 996 rand 1 059 columns in all totalling 1 054 764 pixelth 33 265 cells
of active landslides occurrences. However, for catafion sake, the data was re-sampled to 199 rod2al1 columns
in all totalling 41 989 pixels with 2 200 cells attive landslides occurrences using ILWIS 3.6 Gé8ware. The
thematic data layer pertaining to each factor dslwe categories of each factor. Each categoagsfgned an attribute
value, based on field survey and derived infornmati@lues. These values depend upon their cateyoekdive
significance in causing landslides. These attritvaleies subsequently were normalized to valuesimgrigetween O and
1 (1 denotes presence of landslide and 0 denosened), with respect to the highest attribute withe corresponding
causative factor and for the input data for ANNbIEal shows the complete list of these input factond their ratings
considered in the ANN modelling.

4.0 Neural Network Architecture and Implementation

The entire data set consist of 41 989 pixel poitst of which 2 000 was used for training the netwosing the
MATLAB software package. A framework of the neunatwork implementation used in this study is shawRigure 6.
The training data set consist of 1 000 pixels dacltiandslide and non landslides. 60% of the trajnvectors were used
to train the network, while 20% was used to vabdabw well the network generalized. Training on tifaéning vectors
continues as long the training reduces the netwaior on the validation vectors. After the netevaremorizes the
training set (at the expense of generalizing marerly), training is stopped. This technique autdosdly avoids the
problem of over-fitting, which plagues many optiation and learning algorithms. Finally, the las#20f the vectors
provide an independent test of network generabtinatd data that the network has never seen. Whaileing the dataset,
the learning rate, number of epochs and root mgaare error (RMSE) used for the stopping criter@mne set to 0.01, 2
000 and 0.01 respectively. The 0.01 RMSE goal wasimmost cases however, if the RMSE value wasanhieved,
then the maximum number of iterations was termuhate2000.

The training dataset was used to train various oiksvby varying the number of neurons in both hidbgyers, out of
which the best 10 are present in Tabld Be input values for neural network processingesponds to the attributes of
the category of a thematic layer. After a clasatfimn algorithm such as ANN has been trained oa,dhe performance
of the algorithm may be examined on specific tragfiest dataset. One common way of doing this wbeltdo compute
a gross measure of performance such as quadrasicdocuracy, such as quadratic loss or accuraeyaged over the
entire test dataset. The classifier performance alsy be watched more closely, for example, bytiplpta Receiver
Operating Characteristic (ROC) curve. A ROC curkievés true positive rate versus false positive (atpiivalently,
sensitivity versus 1-specificity) for different #sholds of the classifier output. It can be usefin the threshold that
maximizes the classification accuracy or to assesapre broad terms, how the classifier performthe regions of high
sensitivity and high specificity, thereby analyzithg best performed architecture [1, 18, 19]. Tegggmances of the
networks are given in Table 2 and Figures 7 ari8a8ed on the ROC analysis, the 9-17-3-1 structaeselected as the
optimal architecture in this study. This architeetwas found to adequately classify the trainintpsiet with 94%
accuracy and the whole data with 74% accuracyalt mot the highest classifier for the training datdut it performed
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most optimally with the whole dataset. Moreovergcaas taken to avoid over-fitting. Therefore, wtgobtained from
this network were subsequently used to obtain gteark output of each pixel. The output values ethfom 0.012 to
0.998, which were categorized into six landslidscsptibility zones and used to produce the Lanes8dsceptibility
Zonation map (Figure 9).

Verifications were performed by comparing the fagtowith existing landslide data (Figure 10), amg tesult is shown
in Table 3. The ranges are classified into 5 ckssg area, the very low, low, moderate, high aad/\high zones has
13.92, 25.04, 28.26, 19.64 and 13.14 per cent eftdital area respectively. The validation resufisvs satisfactory
agreement between susceptibility map and existingdlide location data. The ANN derived weightstfe landslide-
related factors and ranked accordingly is showhahle 4 (The work by Kanungsi al [9] may be checked for details).
Based of these ranking, the normalized weightsiodththrough the network at a scale from 0 to I0Onfiass wasting,
lithology, road zone, slope amount, vegetatiorediment, drainage, slope aspect and land-use &g129%, 1.40, 1.11,
0.91, 0.89, 0.67, 0.48 and 0.28 respectively. Tighdr the value of weight, the more crucial thetdads for the
occurrence of landslides. Therefore, the netwot&gmized mass wasting as rank 1, lithology as eaakd followed by
other factors as presented above.

5.0 Conclusion

An artificial Neural Network approach to estimatitige areas susceptible to landslides using a $pddtabase is
presented. The analysis was applied in the Giréyallndian part of Himalayas. In the study aread#dide occurrence
locations detected from satellite interpretatiod &ald survey were formed into GIS database. Ftioenspatial database,
landslide-related factors were calculated and etdch The factors are lithology (derived from gegionap), Land-use
map (derived from topography map, aerial photoelb image and field investigation), drainage rided from
topography map), road map (topography map andlisatehage), lineament (derived from topography magprial
photo, satellite image and field investigationpp& amount and aspect (topography map) and Vegetaterived from
satellite images). Using these nine factors, ANNthods were applied to analyze the landslide suimkgyt For
application of the ANN, training sites were selélctm landslide-related factors and a back-propagalgorithm was
applied to calculate weights between input layerd hidden layer and between hidden layers and oldgyers by
modifying the number of hidden layer. The weightrevsubsequently applied to the entire study drea.result of the
analysis was used to construct a GIS layer, whiak mapped and verified by correlating the obsedatd and landslide
occurrence location. The result of the verificatisas in satisfactory agreement between the subdégtmap and the
landslide location map. These early results arg e@couraging and attempts are being made to fuithprove the
training and classification results by employing Mkhethods implemented using fuzzy based procedure.
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Figure 1:A simplified graphic representation of a neurorl pebcessing and transmitting information from aellcell
(adapted from [13]).
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Figure 2:A common and simple ANN schematic that represents the @if information from the input data, to the
receipt of the input neurons, to weighting and evaluaifrdpta, to signal adjustments in the hidden layer, aradlyithe
resulting output data (adapted from [14]).
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Figure 4: SPOT PAN with topographical details of the study area.
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Figure 5:Some landslides in the study area.
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Figure 6:Flowchart showing the Methodology of ANN implemetita used in the study.
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Figure 10: Landslide Incidence map of the study area.
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Table 1. Nommalized Ratings of causative factors

Causanve Factors Categornies Ranngs Nommalized Ratings
Aspect North 2 0.250
Northeast 3 0.375
East 5 0.625
Southeast 6 0.750
South 8 1.000
Southwest 7 0.875
West 4 0.500
Northwest | 0.125
Drainage <S0m R 1.000
50-T5m 3 0.750
Giri River | 0.250
*75m 2 0.500
Lineament <S0m 3 1.000
50-100m 2 0.667
=1 00m 1 0.337
Lithology Basantpure Fm 5 0417
Blamm Fm 6 0.500
Chandpur Fm 10 0.833
Damta 12 1.000
Deoban 11 0.917
Krol A 4 0,333
Kol B 9 0.75
Krol CDE 3 0.250
Lower Tal | 0.083
Siwalik Gr 2 0.167
Subathu 7 0.583
Up Tal 8 0.667
Landuse Drainage 8 0.8
River bed 4 0.4
Agrniculture 3 0.3
Thin Vegetation 6 0.6
Scrub land s 0.7
Slide hike 10 1.0
Forest 1 2 0.2
Forest 2 1 0.1
Quarry 9 0.9
Bairen area 5 0.5
Vegetation (NDVT) Very Low 5 1.0
Low 4 0.8
Moderate 3 0.6
High 2 0.4
Very High | 0.2
Mass wasting Very High 3 1.000
High 2 0.667
Unclassified 1 0.333
Road Zone <50m 3 1.000
S50-75m 2 0.667
=75m 1 0.333
Slope Amount <10 | 0.167
11-20 2 0.333
21-30 3 0.500
31-40 4 0.667
41-50 5 0.833
~S0 6 1.000
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Table 2. ANN Architecture performance

(a). Training testing data sel

ANN Arclutecture  Performance (sse, rmse, msne) ROC (%)
9-20-] 211.928, 0.106. 0.424 933
9-10-6-1 705.089, 0.353, 1.410 58.7
9-15-3-1 228.834.0.114, 0.458 71.6
9.17-3-1 188.839, 0.094, 0.378 94.0
9-17-4-1 188911, 0.945, 0.378 932
9-17-5-1 158.515, 0.079.0.3170 956
9-17-6-1 242 347, 0.121, 0.485 90.1
9-17-8-1 107.385, 0.054. 0.218 96.7
9-18-4-1 192.791, 0.096, 0,386 929
9-]18-5-1 170.699, 0.085, 0.341 948

§5¢ — sum -‘ul]llq'll'li'll EITOT, Mse — r001 Mean square emor, msne — ean square norualized emmor

(b). Entire data set

ANN Architecture ROC (%e)
9-20-1 71.6
9-10-6-1 524
9.]15-3-1 66.9
9.17-3-1 73.4
9-17-4-1 69.2
9-17-5-1 70.7
0.17-6-1 67.3
9.]17-8-1 66.9
9-18-4-1 71.1
9.18-5-1 71.3

Table 3. Companson of landslide occurrence and landshde susceptibility map

Susceptibility No. of No. of No. of landslide No. of landslide

Class cells cells occurred cells occurred cells
(%) (%0)

Very Low 5851 13.92 66 2.63

Low 10515 25.04 232 9.26

Moderate 11878 28.26 601 24.00

High 8255 19.64 662 26.43

Very High 5526 13.14 044 37.68

Total 41989 100.00 2505 100.00
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Artificial Neural Networks Based...

Table 4. Process of ANN derived weights for thematic factors

A . INPUT LAYER (IL) - HIDDEN LAYER A (HLA) Connecting Weights

HLA1 | HLA2 | HLA3 | HLA4 | HLAS | HLAG | HLA7 | HLA8 | HLAS | HLA10 | HLA11 | HLA12 | HLA13 | HLA14 | HLA15 | HLA18 | HLA17
IL1|-0229|-0296 | 0196 | -0327 | -0958 | 0378 | 0112 | 0665 | 1007 | -0492| 0645| 0541 | 0692 | -1.034 | -1.106 | -0.298 | -0.426
IL2 | -0.622 | 1.096 | 0496 | 0204 | -0448 | 0042 | 1.054 | -0.729 | -1.168 | -0423 | 1455 | -0454 | 0596 | 0705 | -0.209 | 1.020 | -1.004
IL3| 0476 | 0574 | 0405|0078 | 0978 | -0.770| 0351 | 0599 | 065 | -0312| 1.137| 0021 | -0809| 0215| 0285| 0565| 0920
iL4 | -0603 | 1586 | 0681 | -0813 | -0854 | 0950 | 0.096 | 0869 | 1077 | -1605| 0829 | 0733 | 0402| 0051 | -0.080 | 0573 | -0.783
IL5 | -1.252 | -0.377 | 0484 | -0.120 | -0045 | 0483 | 1483 | 0842 | 0624 | -0952 | 0823 | 0808 | -0535| 0881 | 0456 | 0.391| -0.153
IL6 | 03989 |-0675|-0467 |-1.360 | 0.120 | -1.171 | 0097 | -0083 | 0277 | 0.722| 0671 | 0526 | 0345| -0.123 | 0827 | 0485 | 0244
IL7 | 0234 | -0834 | 0151 | 1131 | -0480| 0946 | -0889 | 0069 | 1171 | -0326| 0562 | -0500| 0207 | 0194 | 0097 | 0985 | -0.854
ILB| 0.784 | -0.650 | -0.860 | 0.784 | -0.463 | -1.262 | 0652 | -0.128 | 0.378 | -0521 | -0.971 | 0499 | 0020 | -0.736 | -0.323 | 0.384 | -0.040
IL9 | -0.822 | -0.143 | 0.794 | 0342 | 0545 | -0.308 | 0950 | 0823 | 0414 | 0525| 0051 | 1024 -1.113| 0041 | 0652 | -0.376 | -0.776
B. HIDDEN LAYER A (HLA)-HIDDEN LAYER B (HBL) ing Weights |

HLB1 HLB2 HLB3
HLA1 -0.268 -0.663 0.305 [
HLA2 -0.685 -0.410 0844 HLE HLB2 HLB3 Weights (CxD) | Rank | Normalized weights |
HLA3 0674 -0.123 0.751 11 0483 -1.431 | -0.514 2230 6 0.894
HLA4 -0.038 0.599 . 689 12 0485 -0.138 | -2.237 2.768 4 1.109
HLAS -0.692 -0.410 0.560 13 0418 -1.183 | 0.861 3491 3 1.399
HLAG 0.335 0.230 -1.032 14 -0.436 -2.578 | -0.656 4,862 2 1.848
HLAT 0.315 -0.522 -0.041 15 2171 -0.340 | 08612 0.692 9 0.277
HLAB 0.589 0.112 0.108 16 0.397 -1.370 | 2.338 5.799 1 2.323
HLAS 0175 -0.570 0.705 I7 -0.258 0274 | 2143 2264 5 0.907
HLA10 0.085 0.495 0.038 18 0.004 -0.704 | 0.116 1.661 7 0.665
HLATY 0.039 -0672 0.458 19 -0.315 0.144 | 1.074 1.192 8 0.478
HLA12 0.164 -0.410 0.156
HLA13 0.105 -0.263 0.163 D. OUTPUT LAYER (OL) Weights.
HLA 14 0.888 0.943 0.074 OoL1 oL2 OoL3
HLA1S -0.165 -0.481 0.728 -0.380 -2 149 1.285
HLA16 0123 -0.005 0.173
HLA17 0.365 0.111 -0.282
ANN Derived weights
Ranks ] 4 3 2 9 1 5 7 8
Weights | 0.893517 | 1.108927 | 1.39864 | 1.948046 | 0.277402 | 2.323309 | 0.907107 | 0.665373 | 0477588
Slope Road Mass

Layers | Lineament | amount | zone lithology | landuse | wasting | vegetation | drainage | aspect
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