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Abstract 
 
Landslides are major natural geological hazards and each year these are 

responsible for enormous loss of human lives and property in Himalayan region 
spreading over Pakistan, India, Nepal, and Bhutan. Recent studies have revealed 
that landslides occur due to complex interaction of several geo-environmental 
parameters such as lithology, geological structures (faults, lineaments), 
geomorphology, slope gradient, slope aspect, soil texture, soil type, drainage, land 
use and anthropogenic factors. Attempts have been made to integrate such 
factors based on either statistical or heuristic approach to produce landslide 
hazard zonation maps showing relative susceptibility of a given area to landslide 
hazards. However, such methods have several limitations and therefore, an 
attempt is made to integrate layers by training the data set using artificial neural 
network (ANN) to arrive at more reliable results. The methodology was developed 
in an area within GiriValley in the Sirmour district of Himachal Pradesh, India. 
Causative parameters and landslide maps were derived from interpretation of 
satellite images, topographic maps, field survey and other maps. These 
parameters were taken into consideration while using the back-propagation of 
neural network method. The weights obtained from the trained network were 
consequently utilized for map integration and classification. The resulting 
landslide susceptibility zonation map delineates the area into five classes: Very 
High, High, Moderate, Low and Very Low. These classes were validated by 
correlating the results with actual landslide occurrences. The early results are 
very encouraging and attempts are being made to further improve the training 
and classification results. 

 

 

1.0     Introduction 
Landslides are major natural geological hazards and each year these are responsible for enormous loss of human lives 
and property in Himalayan region spreading over Pakistan, India, Nepal, and Bhutan. Recent studies have revealed that 
landslides occur due to complex interaction of several geo-environmental parameters such as lithology, geological 
structures, geomorphology, slope gradient, slope aspect, soil texture, soil type, drainage, land use and anthropogenic 
factors. Attempts have been made to integrate such factors based on either statistical or heuristic approach and produce 
landslide hazard zonation maps which shows the relative susceptibility of a given area to landslide hazards. However, 
such methods have several limitations and therefore, an attempt is made to integrate layers by training the data set using 
artificial neural network (ANN) to arrive at more reliable results. The motivation to use pattern recognition algorithms, 
such as artificial neural networks (ANNs), is to assist in the decision-making required in the assessment and mitigation of 
natural hazards. ANNs are computer models based loosely on the nonlinear neuronal structure of natural organisms. 
More properly, they are stimulus-response transfer functions, typically used to generalize an input-output mapping over a 
set of examples [1].  
ANN techniques have been successfully applied in modelling and forecasting due to its flexibility and as a result, its use 
in the monitoring and assessment of landslides has received ample recent interest and quality of results [2 - 10]. For 
example, Pradhan et al [2] applied data mining model for landslide hazard mapping in Cameron Highland, Malaysia;  
Lee and Evangelista [3] mapped an earthquake induced susceptibility in Baguio City, Philippines using ANN, while 
Gomez and Kavzoglu [4] applied same in Jabonosa River Basin, Venezuela. These papers reported that ANNs offer a 
promising modelling alternative in landslide studies.  
The purpose of this paper is therefore, to present a ANN modelling approach to landslide susceptibility mapping in a 
sampled area of the Himalayas. The study area is within GiriValley in the Sirmour district of Himachal Pradesh, India 
and bounded by latitudes 30o 30’ N and 30o 45’ N and longitudes 77o 30’ E and 77o 50’ E (Survey of India, 501,  
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topographic sheets 53 F/10). Mass movement is a common phenomenon in this area and during monsoons the population 
is often physically cut off from the external world for weeks. This causes many hardships for the people. In addition to 
natural causes, the slides in this area are also influenced by reckless mining activity [11]. The assessment of landslide 
hazard and the vulnerability of the population are particularly important for effective mitigation efforts in this area.  
 
2.0 Artificial Neural Networks  
Artificial Neural Networks (ANN) are a powerful mathematical learning technique composed of neurons, or processing 
elements, organized hierarchically in layers, which are able to emulate model components [12 - 14]. The concept of 
Artificial Neural Networks (ANN) and of course, artificial neurons were initially dealt with by McCulloch and Pitts [15], 
however, work on ANNs was relatively non-existent until the early 1980s, when Hopfield [16] set the stage for using 
ANNs in a wide array of multi-disciplinary fields. ANN models work to mimic the functions of biological neuron cells in 
the brain. A basic representation of the neuron and its interaction with other neurons is presented in Figure 1.  
Communication of information among the brain’s neurons is conducted through electrical pulses of various frequencies 
and magnitudes. These electrical pulses are produced as a response to the input of information into and within the body 
and allow communication not only within the brain but with all body functions (i.e., muscle response, organ function, 
etc.). The primary components of the neuron are the nucleus, dendrite, axon, and synapse. In general, dendrites are 
responsible for receiving information from other neurons, the axon sends an electrical signal (i.e., information) to 
neighbouring cells, and the synapse is the connection point between an axon on one cell and a dendrite from a 
neighbouring cell. Neurons function in a massively parallel manner as signal communications occur across many cells, 
and each cell can have as many as 10,000 dendrites that are continually being fed electrical signals. The many sources of 
signals being fed into an individual cell are resolved into a single signal, which is output through the axon and delivered 
to associated dendrite receptors.  
ANN models retain some of the neurological vocabulary to describe the components of the system.  The ANN model is 
therefore, comprised of three basic elements: A set of synapses (connecting links), each of which is characterized by a 
weight. The strength of the connection between an input and a neuron is noted by the value of the weight. Negative 
weight values reflect inhibitory connections, while positive values designate excitatory connections [17]. Secondly, an 
adder sums up all the inputs modified by their respective weights. This activity is referred to as linear combination and 
thirdly, an activation function which controls the amplitude of the output of the neuron. The neuronal model also includes 
an external bias which increases or lowers the net input of the activation function, depending whether it is positive or 
negative respectively. 
Network architecture depicts the pattern of connections between neurons. Various network architectures are available. A 
single layered network typically consists of input units fully connected to the output units, whereas a multi-layered 
network (Figure 2) has one or more hidden layers in between. Various types of supervised ANNs also exist. A supervised 
ANN uses a training dataset for which both the input data and resulting output data are known. The supervision process 
defines relationships between input and output data by iteratively adjusting connection weights and reducing model 
errors. This adjustment occurs both at the individual neuron scale and globally through the model, attempting to reduce 
the model error over time. Back Propagation Neural Network (BPNN) multi-layered architecture with two hidden layers 
was used in this study. The first operation in a BPNN is the feed forward operation. During this operation, each input 
neuron receives an input signal and broadcasts this signal to the connected neurons Z1,  …, Zn in the first hidden layer. 
The total input to the Zh neuron from the input layer is: 
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Each of these neurons then computes activation and sends its result to the connected neurons K1, …, Kp in the second 
hidden layer. The total input to the Kj neuron from the first hidden layer is: 
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Each neuron in the second hidden layer computes its activation and sends its result to the output neuron. The total input 
to the output neuron O from the second hidden layer is: 
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Finally, the output neuron yields the network output according to the activation function O=f[O(in)]. The activation 
function is the same for all neurons in any particular layer of a neural network. In this work, the binary sigmoid function 
was utilized, which may have any value between plus and minus infinity and squashes the output into the range [0, 1]. 
The sigmoid function takes the form of: 
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The backward pass is concerned with error computation and connection weight updates. The network output is compared 
with the target output to determine the error. An objective functions is defined as E=0.5(t−o)2, and connection weights 
are updated using generalized delta rules. The update of the weights connecting the second hidden layer with the output 
equation (3) is given by: 

, ,j n j o jw w w= + ∆         (5) 

where wj,n and wj,o are new and old weights, respectively. The incremental weight is given by ∆wj=−µ∂E/∂wj, where µ is 
called the learning rate. Similar weight updates can be obtained for weights connecting the second and the first hidden 
layer, and the first hidden layer and the input layer.  
 
3. 0 Data Base  
Accurate detection of the location of landslides is very important for landslide susceptibility studies. Remote sensing 
products, such as satellite images and aerial photographs, could be used to obtain significant and cost-effective 
information on landslides. In this study, the thematic factors were derived from the interpretation of LANDSAT TM and 
SPOT PAN Images of the study area. The images were merged (Figure 3) for better spatial resolution and for the 
preparation of Landslide Inventory map. In addition, Survey of India topographic map (53f/10) at 1:50 000 scales (Figure 
4) and geological map were also used. Extended field surveys were carried out in the study area to collect information on 
existing landslide distribution to assist in reliable creation of ANN data sets and validation of other thematic maps 
(Figure 5). 
From the spatial database, landslide-related factors were calculated and extracted. The factors are lithology (derived from 
geology map), Land-use map (derived from topography map, aerial photo, satellite image and field investigation), 
drainage (derived from topography map), road map (topography map and satellite image), lineament (derived from 
topography map, aerial photo, satellite image and field investigation), slope amount and aspect (topography map), Mass 
wasting (satellite image and field investigation) and Vegetation (derived from satellite images). Using these nine factors, 
ANN methods were applied to analyze the landslide susceptibility. All the landslide inducing factors were converted to a 
raster grid of 10m x 10m cells, occupying 996 rows and 1 059 columns in all totalling 1 054 764 pixels with 33 265 cells 
of active landslides occurrences. However, for computation sake, the data was re-sampled to 199 rows and 211 columns 
in all totalling 41 989 pixels with 2 200 cells of active landslides occurrences using ILWIS 3.6 GIS software. The 
thematic data layer pertaining to each factor depicts the categories of each factor. Each category is assigned an attribute 
value, based on field survey and derived information values. These values depend upon their categories’ relative 
significance in causing landslides. These attribute values subsequently were normalized to values ranging between 0 and 
1 (1 denotes presence of landslide and 0 denotes absence), with respect to the highest attribute within the corresponding 
causative factor and for the input data for ANN. Table 1 shows the complete list of these input factors and their ratings 
considered in the ANN modelling. 
 
4. 0 Neural Network Architecture and Implementation 
The entire data set consist of 41 989 pixel points. Out of which 2 000 was used for training the network using the 
MATLAB software package. A framework of the neural network implementation used in this study is shown in Figure 6. 
The training data set consist of 1 000 pixels each for landslide and non landslides. 60% of the training vectors were used 
to train the network, while 20% was used to validate how well the network generalized. Training on the training vectors 
continues as long the training reduces the network's error on the validation vectors. After the network memorizes the 
training set (at the expense of generalizing more poorly), training is stopped. This technique automatically avoids the 
problem of over-fitting, which plagues many optimization and learning algorithms. Finally, the last 20% of the vectors 
provide an independent test of network generalization to data that the network has never seen. While training the dataset, 
the learning rate, number of epochs and root mean square error (RMSE) used for the stopping criterion were set to 0.01, 2 
000 and 0.01 respectively. The 0.01 RMSE goal was met in most cases however, if the RMSE value was not achieved, 
then the maximum number of iterations was terminated at 2000.  
The training dataset was used to train various networks by varying the number of neurons in both hidden layers, out of 
which the best 10 are present in Table 2. The input values for neural network processing corresponds to the attributes of 
the category of a thematic layer. After a classification algorithm such as ANN has been trained on data, the performance 
of the algorithm may be examined on specific training/test dataset. One common way of doing this would be to compute 
a gross measure of performance such as quadratic loss, accuracy, such as quadratic loss or accuracy, averaged over the 
entire test dataset. The classifier performance may also be watched more closely, for example, by plotting a Receiver 
Operating Characteristic (ROC) curve. A ROC curve shows true positive rate versus false positive rate (equivalently, 
sensitivity versus 1–specificity) for different thresholds of the classifier output. It can be used to find the threshold that 
maximizes the classification accuracy or to assess, in more broad terms, how the classifier performs in the regions of high 
sensitivity and high specificity, thereby analyzing the best performed architecture [1, 18, 19]. The performances of the 
networks are given in Table 2 and Figures 7 and 8. Based on the ROC analysis, the 9-17-3-1 structure was selected as the 
optimal architecture in this study. This architecture was found to adequately classify the training dataset with 94% 
accuracy and the whole data with 74% accuracy. It was not the highest classifier for the training dataset but it performed  
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most optimally with the whole dataset. Moreover, care was taken to avoid over-fitting. Therefore, weights obtained from 
this network were subsequently used to obtain the network output of each pixel. The output values ranged from 0.012 to 
0.998, which were categorized into six landslide susceptibility zones and used to produce the Landslide Susceptibility 
Zonation map (Figure 9).  
Verifications were performed by comparing the forecast with existing landslide data (Figure 10), and the result is shown 
in Table 3. The ranges are classified into 5 classes, by area, the very low, low, moderate, high and very high zones has 
13.92, 25.04, 28.26, 19.64 and 13.14 per cent of the total area respectively. The validation results show satisfactory 
agreement between susceptibility map and existing landslide location data. The ANN derived weights for the landslide-
related factors and ranked accordingly is shown in Table 4 (The work by Kanungo et al [9] may be checked for details). 
Based of these ranking, the normalized weights obtained through the network at a scale from 0 to 10 for mass wasting, 
lithology, road zone, slope amount, vegetation, lineament, drainage, slope aspect and land-use are 2.32, 1.95, 1.40, 1.11, 
0.91, 0.89, 0.67, 0.48 and 0.28 respectively. The higher the value of weight, the more crucial the factor is for the 
occurrence of landslides. Therefore, the network categorized mass wasting as rank 1, lithology as rank 2 and followed by 
other factors as presented above. 
 
5.0 Conclusion 
An artificial Neural Network approach to estimating the areas susceptible to landslides using a spatial database is 
presented. The analysis was applied in the GiriValley, Indian part of Himalayas. In the study area, landslide occurrence 
locations detected from satellite interpretation and field survey were formed into GIS database. From the spatial database, 
landslide-related factors were calculated and extracted. The factors are lithology (derived from geology map), Land-use 
map (derived from topography map, aerial photo, satellite image and field investigation), drainage (derived from 
topography map), road map (topography map and satellite image), lineament (derived from topography map, aerial 
photo, satellite image and field investigation), slope amount and aspect (topography map) and Vegetation (derived from 
satellite images). Using these nine factors, ANN methods were applied to analyze the landslide susceptibility. For 
application of the ANN, training sites were selected from landslide-related factors and a back-propagation algorithm was 
applied to calculate weights between input layers and hidden layer and between hidden layers and output layers by 
modifying the number of hidden layer. The weights were subsequently applied to the entire study area. The result of the 
analysis was used to construct a GIS layer, which was mapped and verified by correlating the observed data and landslide 
occurrence location. The result of the verification was in satisfactory agreement between the susceptibility map and the 
landslide location map. These early results are very encouraging and attempts are being made to further improve the 
training and classification results by employing ANN methods implemented using fuzzy based procedure. 
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Figure 1:A simplified graphic representation of a neuron cell processing and transmitting information from cell to cell 
(adapted from [13]). 
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Figure 2:A common and simple ANN schematic that represents the flow of information from the input data, to the 
receipt of the input neurons, to weighting and evaluating of data, to signal adjustments in the hidden layer, and finally the 
resulting output data (adapted from [14]). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3:TM + SPOT PAN FCC 432 merged image of the study area. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
Figure 4: SPOT PAN with topographical details of the study area. 
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 Figure 5:Some landslides in the study area. 
 

 
 
Figure 6:Flowchart showing the Methodology of ANN implementation used in the study.  
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Figure 7:ROC of the developed ANN model (9-17-3-1) on Training/Testing Data set  

 

 
 
Figure 8:ROC of the developed ANN model (9-17-3-1) on the entire Data set   
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Figure 9: ANN modelled Landslide Susceptibility Zonation map of the study area. 
 
 

  
Figure 10: Landslide Incidence map of the study area. 
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