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Abstract 
 

Recently there have been massive deployments of P2P applications, i.e. P2P file 

distribution applications (e.g. BitTorrent, Gnutella, Napster e.t.c.), P2P audio and 

video streaming applications (e.g. TVUsee, PPLive, UUStream e.t.c.). P2P video 

streaming networks are popularly known as P2PTV networks. In this paper, a 

mathematical model and performance analysis for a P2PTV network with viewers 

having different playback points was conducted. In the model, interactions and data 

exchange process between users was described in terms of discrete Markov chain. In 

the model, however, two network characteristics were considered, namely user churn 

and playback time differences between users, and later the analysis of how these 

characteristics affect buffer occupancy and playback continuity was conducted. 
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1.0     Introduction 
Nowadays a lot of services and applications are being provided through the Internet, and many of these services are related to 

the provision of stream data to multiple users simultaneously, example of these services are Video on Demand, online 

broadcast of News and sporting events e.t.c. Traditionally such services were mainly provided via client-server model, like in 

the case of CDN. However, the price of these servers and their maintenance cost are enormously expensive, and as more and 

more people are becoming connected to high speed Internet access, the demand for online stream services is high, thus 

enormous resources are required to support or to provide services to ever increasing population of viewers. In many cases to 

overcome these short comings associated to the client-server model in the provision of video services (real time and on 

Demand services) many networks use peer-to-peer technology (P2P technology) [1]. In modern P2P networks, each user acts 

as both client and server. Therefore, users not only consume the resources of the network, but they also provide additional 

resources to it, and this is the major advantage of P2P networks over client-server networks, where all the resources came 

only from a single server. In P2P networks the more the number of users connected to it, the more the resources the network 

will have, this property of P2P networks makes them to be functional and efficient at any combination or quantity of users 

getting services from the network [2 – 6]. P2P networks are widely use for the exchange of different sort of data, e.g. elastic 

or stream traffic. Traffic measurements have shown that, P2P traffic consumes more than 60% of the whole Internet traffic 

[1]. Compared to traditional client-server file sharing systems like FTP, WWW e.t.c., P2P file sharing networks have one big 

advantage namely scalability. The performance of traditional client-server model deteriorates rapidly as the number of clients 

increases, but in well-designed P2P network more users generally means better performance. 

There are mainly two types of P2P networks, namely P2P streaming networks and P2P file sharing networks [5, 7]. The 

requirement in P2P file sharing networks is that, a user downloads the complete required file or document before he uses it. 

The basic idea in P2P architecture, consist of the followings: whole file or document is divided into small blocks of data 

elements, known as chunks, and users exchange chunks among themselves, if a user is missing some chunks of the requested 

file, he request and download those missing chunks from neighboring users in the network downloading the same file. There 

is no restriction on the time needed by a user need to have the complete file. Examples of these networks that were 

successfully deployed are BitTorrent, Napster, Gnutella e.t.c. The basic QoE parameter for these networks is the total time 

needed or taken to download the complete file. 

In P2P streaming networks the opposite is the case, users download video chunks and store them in the playback buffer, 

while playing or watching the successfully downloaded chunks in their buffer, each chunk in P2P streaming networks have  
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playback deadline, and any chunk that arrived at the user’s buffer after its playback deadline is useless. 

The main performance parameter in file sharing networks is how long does it take to download a single file (file download 

time). Whereas in P2P streaming networks, the performance measures are playback continuity, startup delay and probability 

of universal streaming. 

Fluid models are usually used as a tool to analyze the performance of file sharing systems, while discrete models are used to 

analyze the streaming systems [8, 9, 10]. In this paper a model for the analysis of streaming network with playback delay 

among users is presented. 

 

2.0 Model description 

In this section, the analysis of video distribution in P2P streaming network with N users will be conducted. Assume that the 

network has a single server, which distribute a video stream to the users (viewers). As stated in the introduction, in P2P 

streaming networks the video stream is fragmented into video units or video blocks known as video chunks, users in the 

network exchange among themselves these video chunks while watching the video stream [11]. However each video chunk 

has its own corresponding playback time within which it must be played out, these playback times of video chunks is referred 

to as time slots, thus the video playback process in these types of networks is divided into time slots. Therefore, the length of 

a single time slot is equivalent to the playback time of one video chunk. In order to maintain a steady video playback or video 

playback continuity each user has buffer that can store M+1 video chunks, meaning that, the buffer is partitioned into cells, 

the cells are numbered from 0 through M. 0-cell is designed to store the newly produced video chunk coming from server, 

other m-cells, 1 M 1m   , are designed to store those video chunks that a user has successfully downloaded from the 

network during past time slots or those video chunks that a user will download in the coming time slots, and the buffer M-cell 

is designed to store the oldest video chunk that will move out of the buffer to the video player for playback in the next time 

slot, subsequently the buffer can be viewed as a sliding window, which slides at the end of each time slot. 
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Playback 

direction
Video chunk from 

the server
Video Player

 
Figure.1a:  Buffer and video player 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure.1b. Video exchange process 

Now, the detail description of video playback process will be provided here. At the beginning of each time slot, the network 

server choose at random a user from the network and upload the freshly produced video chunk for the current time slot to its 

buffer 0-cell. The remaining N-1 users not chosen by the server in the current time slot will do the followings: if in the n-

user’s buffer there are empty cells, the n-user will choose at random another h-user (called a target user) from predefined 

group of his neighbors in order to fill up one of his empty cells, in other words, in order to download one of the missing video 

chunk from the target user. If the target user has one of the missing video chunk for one the corresponding empty cells in the 

n-user’s buffer, so the download will be successful. If the target user has more than one of the missing video chunks for the 

corresponding empty cells in n-user’s buffer, then the downloading strategy will define which of the video chunks n-user will 

download from his target user. Some of the widely used strategies are latest first strategy (LF strategy) and Greedy strategy. 

With LF strategy users during each time slot will seek to download the latest video chunk or the youngest video chunk 

among the missing ones; with Greedy strategy users tend to download the oldest video chunk among the missing ones.  
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If in the current time slot n-user has no empty cell in his buffer (has no missing video chunks in his buffer) or the n-user 

chose a target that does not have any of his missing video chunks, then n-user will not download a video chunk in the current 

time slot. At the end of each time slot video chunks in buffer cells will shift one step forward, i.e. video chunk in buffer M-

cell will exit out of the buffer and move to the player for playback, the remaining video chunks in other buffer cells will shift 

one position to the right (towards the end of the buffer) to occupy the cell freed by its predecessor, and in this case buffer 0-

cell will now be free to accommodate a new chunk from the server at the beginning of next time slot. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure.2. Latest First Strategy 

It is assumed that each user may at some time leave the network and stop collaboration with other users, and likewise a user 

may join the network and start exchanging video chunks with other users in the network.  

Next, a mathematical model for data exchange between users in the form of discrete Markov chain describing the buffer 

states of all users is presented. Here the model of user behavior, proposed in [5, 6], is extended by taking into account data 

transfer delays (playback time differences) that affect the video data exchange process between users. 

 

3.0 Mathematical model 
The following model for P2P streaming network will consider the playback lag (playback time differences) between users in 

the network. Because in the real life network some users are ahead of others in terms of playback position, i.e. for instance, 

consider a group of users watching the same video stream, some of the users in the same group may watch a moment before 

other members of the same group, this playback time differences between users is referred to as playback lag between users. 

Assume that in the network there are N subscribed users and a single server that distributes the video stream to the users. 

Users freely leave and join the network. Each user has a buffer for storing M-video chunks (Figure.3). A buffer cell may 

contain a video chunk and may be empty at any given time. Denote by 
 mx n

 the state of m-cell in n-user’s buffer, 

1,Mm 
 and 

1, Nn 
. 

  1mx n 
 if m-cell is filled with a video chunk, otherwise 

  0mx n 
. Subsequently the 

following vector defines the state of n-user’s buffer 
    

1,Mm m
n x n


x

. A user may at some times be in the network or 

out of the network, therefore user online indicator 
 a n

 define the state of n-user in the network, if 
  1a n 

 this means 

that the n-user is in the network otherwise 
  0a n 

. 

Assume that the current time slot is 
lt , at this time the video server produces a new video chunk and this current time slot is 

considered to be the server’s playback time. Denote by 
 l

m n
 - a time slot associated to the m-cell in n-user’s buffer in the 

current time slot, hence 
  , 0,Ml

m n m 
 and

     M 01,M 1

l l l l

m m
n n n t  

 
  

 . 

ltt

0 m. . . M. . .

 l

m n 0

l n  M

l n

 lag n
n-user

Current server playback time  
Figure 3. Playback lag illustration for n-user 
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Def.
  M M 1l llag n t    

 is the playback lag of n-user at a time slot 
lt .  

The vector  describe the state of n-user. Because we have N users in the network, therefore 

the matrix 
  

0,M, 1,Nm m n
x n

 
X

 , define the buffer state of all users in the network. Where 
 dim N M 1 X

. The 

state of the entire network is defined by 
 , ,Z a lag X

, where vector 
    1 , ,lag lag Nlag

 - contain the 

playback lag of all users in the network, and 
    1 , ,a a Na

 is an online indicator vector, X  - buffer state matrix. 

Denote by 
  0M nx

 and 
  1M nx

 the set of empty and filled cells in n-user’s buffer.  

     0 : 0, 1,MmM n m x n m  x
 , 

     1 : 1, 1,MmM n m x n m  x
,                                                                                     (1) 

where 
       0 1 1,2,...,MM n M n x x

. 

Assume we have two groups of users in terms of playback lag, 
1N  and 

2N , users in the same group have equal playback 

lag, and 
   2 1N Nh n

lag h lag n
   


. Consider two users from different groups h-user from N

2
 and n-user from N

1
. Here 

there are two possible scenarios, either n-user chose h-user as a target user or h-user selected n-user as a target user. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure.4.:The scheme for 
( ), ( )( )lag n lag hM n

 and  
( ), ( )( )lag n lag hM h

 sets 

Now let’s consider the first scenario, n-user chose h-user as a target user and 
( ) ( )lag n lag h

, denote by 

( ), ( )( )lag n lag hM h
the set of cells in h-user’s buffer from which n-user could download a video chunk, where  

 ( ), ( )( ) 0,1, ,M ( ) ( )lag n lag hM h lag h lag n  
 if 

( ) ( )lag n lag h
.                          (2) 

For the case of h-user choosing n-user as a target user, we have 
( ) ( )lag h lag n

, then set 
( ), ( )( )lag n lag hM n

 will be the 

set of cells in n-user’s buffer from which h-user could download a video chunk, where 

 ( ), ( )( ) ( ) ( ), ,Mlag n lag hM n lag h lag n 
 if 

( ) ( )lag h lag n
.                                               (3) 

Now let’s take the first scenario for further description. Assume n-user choose h-user as a target user, then 

      ,0 ( )
lag n lag h

M n M hx
 will be the set of cells in n-user buffer to which he can download video chunk from his 

target user, i.e. h-user. And the set  will be the set of filled cells in h-user’s buffer, which he can 

upload to n-user. Due to playback lags one and the same data chunk in the buffers of users with different data transfer delays 

will be located in cells with different indexes. In order to establish a correspondence between these cells the following  
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operation was used: 
   m r lag n lag h  

 (see Figure.4), where m is an index of buffer cell for n-user, and r is the 

corresponding index of buffer cell for h-user, 

   ,
( )

lag n lag h
m M n

 and 
   ,

( )
lag h lag n

r M h
. Thereby, the index 

        , , ,m n h lag n lag h x x
 of n-user’s buffer cell to which n-user can download a chunk from h-user is 

determined by the downloading strategy in use: 

        
    

0 ( ), ( )

1 ( ), ( )

, , ( ), ( ) min ( )

: ( ) ( ), ( ) .

lag n lag h

lag n lag h

m n h lag n lag h M n M h

m m r lag n lag h r M h M n

 

   

x x x

x
                                     (4) 

For the shift of buffer content at the end of each time slot, the concept of shifting operator is introduced, with shifting 

operator if the n-user’s buffer is found in the state 0 1 M( ) ( ( ), ( ), , ( ))n x n x n x nx
, with shifting operator the state will 

change to 0 M 1( ) (0, ( ), , ( ))S n x n x nx
. Assume l

t
 be the shifting moment of buffer contents in the network. Because 

of the discrete nature of the model, it is assumed that if at the moment 
0lt   a buffer is in state 

( )nx
 then at 

0
l
t 

 will be 

at 
( )S nx

. 

Users join and leave the network freely, based on the previous reason, assume that the joining and leaving events occurs only 

at the moment l
t

. Let 
( )la n

 be the user online indicator at the moment 
0

l
t 

. If before the moment l
t

 a user was already 

in the network or joined the network at that moment, then 
( ) 1la n 

, otherwise 
( ) 0la n 

. A user join the network with 

probability 
( ) 0n 

 and leave the network with probability 
( ) 0n 

, thus we have: 
1{ ( ) 1| ( ) 0} ( )l lP a n a n n   

 
1{ ( ) 0 | ( ) 0} 1 ( )l lP a n a n n    

 
1{ ( ) 0 | ( ) 1} ( )l lP a n a n n   

 
1{ ( ) 1| ( ) 1} 1 ( )l lP a n a n n    

                                                                                         (5) 

For simplicity assume that all users join and leave the network with equal probabilities, i.e. 
( )n 

, 
( )n 

, 

1, Nn 
. When a user leave the network, the corresponding raw in the matrix X  will reset to zero vector, 

( )n x 0
. 

Let’s examine the video distribution process and exact actions taken by the server and the users within the current time slot, 

1
[ , )

l l
t t

 : 

a. Assume the current time slot is l
t

, at this moment an offline user decides to join the network with probability   

and online user decides to leave the network with probability 


. 

b. At the moment l
t

, there will be a buffer content shift for all the users in the network, i.e.: 

i. Chunk in the buffer M-cell will exit out the buffer to player for playback 

ii. All other chunks in other buffer cells will be shifted one position to the right, i.e. towards the end of the buffer; 

iii.  Buffer 0-cell will be emptied. 

c. At the moment 
0lt 

, server chooses one user randomly and uploads a chunk for the current time slot to his buffer 

0-cell. If server has chosen  -user, then 
 0 1x i 

 at the moment 1 0lt  
. 

d. Each user (n-user), not chosen by the server, randomly chooses one of his neighbors as a target user (h-user), and 

according to download strategy δ tries to download of his missing  chunks. If according to the strategy δ index 

    , , ( ), ( )m n h lag n lag h x x
 of a cell in n-user’s buffer is chosen, then he will download that chunk 

from h-user. No actions are performed otherwise. 
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The state of the entire network at moment 
lt  can be denoted as 

( , , )l l l lZ a lag X
, subsequently the set 

{ }: { , 0}l l l Z Z
 will form a Markov chain with a state space Z  and one class of essential states Z , Z Z . 

Denote by 
( )l Z

 the probability that Markov chain 0
{ }l

l
Z

 is in state Z  during the l
th

  time slot, i.e. 

( ) { }l lP  Z Z Z
 and denote by 

, 1П ( , )l l
Z Y

 the corresponding transition probability. The transition probability 

, 1П ( , )l l
Z Y

 depends on 
    , , ( ), ( )m n h lag n lag h x x

, i.e. on the strategy in use, on the playback lags and on 

  and 


 (user joining and leaving probabilities). The probability distribution 
( )l Z

 satisfies the Kolmogorov-Chapman 

equations: 
1 , 1( ) ( )П ( , ), , 0.l l l l

Z

Z l  



  
Z

Y Z Z Y Y
                                                                          (6) 

 

4.0 Playback continuity analysis 

The basic QoE parameter in P2P streaming network is probability of playback continuity, which is a probability that a user is 

watching a stream without pauses during playback time, and this QoE parameter is denoted by V(n), and this probability 

correspond to the probability that M-cell in n-user’s buffer is occupied with the corresponding chunk at the end of each time 

slot. To aid find this probability the following auxiliary function was introduced: 

( ( ), ( ), ( ), ( )),

1, , ( ) 1

( ) ,
l

i

n m x n x h lag n lag h i

h Nh n a h

h Z



  

 Z Z

 

Where 

,

1, ,

0, .
i j

j i

j i



 

  

Denote by 1,

N( )= ( )l l

j N

a j


a

 the number of online users when the network is in state 
( , , )l l l lZ a lag X

. 

Subsequently, the probability that the chunk needed by n-user to fill his i-buffer cell is available in the network during the l-th 

time slot is denoted by 
( )l

n
Q i

. However, the probability 
( )l

n
Q i

 depend on the downloading strategy  , therefore this 

probability can be interpreted as the probability that n-user will select i-cell and successfully download a chunk from the 

target user during the l-th time slot. If 
N( ) 2l a

, the following formula can be obtained. 

(0) 0l

n
Q 

; 

( )
( ) ( ) ; 1,M

N( ) 1

i

l l n

n l
Z

h
Q i i



  



Z

Z
Z

a
.                                                                   (7) 

Denote by 0
( , )lp n i

 and 1
( , )lp n i

 the probability that n-user’s i-buffer cell is empty and the probability that n-user’s i-

buffer cell is filled during the l-th time slot respectively. The following recursive relation for buffer cell state probabilities can 

be obtained: 

1

1
( ,0)lp n

N


, 

1

1 1 0
( , 1) ( , ) (1 ) ( , ) (1 ) ( ) ( ), 0,M 1l l l l l

n n
p n i p n i p n i Q i Q i i              

.                      (8) 

Assume that the equilibrium distribution of the Markov chain 
{ }lZ

 exists. Denote by 
1 1
( , ) lim ( , )l

l
p n i p n i




 the 

probability that n-user’s i-buffer cell is filled with the corresponding video chunk, and by 
0 0
( , ) lim ( , )l

l
p n i p n i




 the 

probability that n-user’s i-buffer cell is empty. From (8) we will have: 

1

1
( ,0)

N
p n 

, 
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1 1 0
( , 1) ( , ) (1 ) ( , ) (1 ) ( ) ( )

n n
p n i p n i p n i Q i Q i           

.            (9)                        

The probability of playback continuity has the following form: 

1
( ) ( ,M)V n p n

                                                                                                                   (10) 

Hence the desired probability measure for the considered model is obtained. 

I. Case Study 

 

For the case study, consider a network with 300 subscribers, i.e. N=300, each user has a buffer with 40 positions (cells) for 

storing video chunks, M=40. Users have equal number of neighbors with whom they interact or exchange video chunks, the 

number of neighbors for each user is chosen to be 60. For simplicity of the analysis let’s consider a network where all users 

are present in the network and do not leave the network, meaning we have 0   and 
0 

. Subscribers (users) are 

divided into three categories (groups) in terms of playback lag, assume that the playback lag of users in the same group is 

equal, 

3

1

i

i

N N



, 

ˆ( ) ( )lag n lag n
, ˆn n , 

ˆ,
i

n n N
, 

1,2,3i 
. 

Consider the case where the playback lag of the first group is zero and the playback lag of the second and third groups are 10 

and 20 time slots respectively. The graphs in Figure 5 and in Figure 6 show that the group with the largest playback lag (the 

third group) will have the greatest probability of watching video stream without pauses during playback. This can be 

explained by the fact that any data chunk will be highly available among users from the first and second groups by the time it 

is requested by the users from the third group. These graphs don’t lead to the conclusion which of two strategies is better. It is 

for further study. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure.5: Buffer occupancy probability in case of LF strategy 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure.6. Buffer occupancy probability in case of Gr strategy 
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5.0 Conclusion 

In this paper a model of data exchange between users of P2P live streaming network was developed in terms of discrete 

Markov chain, through which the formulas for the analysis of the system performance measures were obtained. In case when 

α=0 and β=0, the analysis of the network was conducted for two most popular downloading strategies, i.e. 
{ , }LF Gr 

. 

The direction for further study is to take into account different downloading rates of users in P2P network and to analyze both 

performance measures, i.e. universal streaming and playback continuity, within different modeling approach. 
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