Journal of the Nigerian Association of Mathematical Physics
Volume 25 (November, 2013), pp 311 — 320
© J. of NAMP
Criterion for Choosing Among Alternative Competitive Models for
Assessing the Fit of Regression Models

'0Osemeke R. F2Efeizomor R.O andAzagbaekwue A.

1. 3Department of Mathematics,
College of Education, Agbor, Delta State.and
“College of Education, Agbor, Delta State

Abstract

Several statistical measures such as Mallowgsdatistic, coefficient determination’r
adjusted f, standard error of estimates and forward stepwisgression are used as a
criterion for the selection of best subsets regiess models in a multiple regression
analysis. The best subset fitted models are setkareong competitive models based on Cp
statistic < (P + 1) which means a small biased, the highest eahf adjusted %, highest
value of £, lowest value of standard error of estimates, Ibivariate correlation among the
predictors. The predictors X(PARKING) and X (INCOME) was removed from the model
due to non significant effects .The selected beged model through studentized residuals
(STR) against the predicted valdg) are used to evaluate the aptness of the fitteddeio
.The model % (SHOPCNTR) demonstrate some anomalous features am@ improve upon
by log transformation .The final fitted model was

Yi = 37.82 — 0.0021X- 0.531% + 0l0gX, With iteration method of outlier detention,
row 5, row 7 and row 18 of Table 8 was removed frdm model because each of the value
for standardized residuals is outside the range2k standard deviation or -2 x standard
deviation. At each evaluation process, there wagraater improvement in the regression
coefficient. The standardized residuals, leveragents, and studentized residuals of Table 8
were used to detect outliers as influential. Foudentized residuals, any value that exceed
+2(up) and -2(down) are regarded as an outlier. Taeerage leverage value is,% , where p
is the number of predictors (the number of coefdits plus one for the constant) and n is

the sample size. Leverage point greater tt%e’%i should be carefully examined.
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1.0 Introduction

Regression analysis is an important statisticdirtepie, whereby one@Xor more independent variableg(Xo,.....,Xy)
are used to predict a single dependent variabldrythis case, the optimal model is not ascerthie a complex multiple
regression situations, when there is large numbérdependent variables (XX,, Xs....... ,Xn) which may or may not be
relevant for making predictions about the dependaniable(y), it is important to be able to redube models to contain
only the variables which provide statistical sigraht information about the independent variabies. understand this
regression effectively, the researchers must beeawfiand uses of the diagnostics measures and thlat have been be
developed for assessing the best fitted model.

There are several methods available in literaforeselection of best independent variables ama@wgrsl predictors.
The selection of the best optimal model is basetherbest subset analysis and forward stepwiseadeibking collinearity
diagnoses. The forward stepwise procedures hedgdertained the significant and low significant eledo the dependent
variable(y) and the non significant model is rentbaed the model re estimated again for furthersfiamation.

Transformations on the predictors are done by layaerror means. Various transformations are tretll one get a
satisfactory model. The log Transformation useddesbs the regression assumption of linearity, m@ditynand constant
variance of the error term and improves regressiaificients. But deciding which variables to belimed in the regression
model is not always trivial, due to tedious natafelata computation; statistical software was usedvaluate the data for
easy results.
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1.1. Theoretical Analysis and its Applications
The Coefficient of Determination (* and Adjusted R Criterion
Coefficient of Determination tis a statistic that gives some information abdat goodness of fit of a model. In a

regression,¥is a statistical measure of how well the regras$iee approximates the real data points. Ev§tjtdefines f as
the Coefficient of determination.’Rs the square of the correlation between two éem Nagelkere [2] Indicates thatim
the range of -1 to 1 perfectly fits the regresdina. From Table 212 of 0.700 is 70% at which the variation in the response
variable can be explained by the independent vims&bThe remaining 30% can be attributed to unknown

The model with the highest value &fprovides the closet fit. However, the major dragiaf ¥ is that as the
model increased? goes high whether the extra variables provideimpprtant information about the dependent variable(
or not. Therefore, it makes no sense to defindotis model as the model with the largéstalue. A common way to avoid
this problem is to used the adjusted versior? afistead of 7 itself. The adjusted’rstatistic for a model with k explanatory
variables is given by

n-1
Teaj = [1— 1¢26..p) n——p—1] (1)

Where
P denotes the number of explanatory variablesdmelgression equation.
1y 26..p denotes the coefficient of determination for fegression model
The ¢ adjusted does not necessarily increase when tiens of predictor variables increase. It increagieen the data has
significant effects on the model. According to dméént of determination @ and adjusted?rcriterion, one should choose
the model that has the largest adjusteahd f

Some researchers suggest that the adju$teel computed to reflect both the number of explanyatariables in the
model and the sample size. Adjustéébr full model was computed with the above formefaquation (1)

1-[(1-0.700) 222 = 1-[(03)2].

20-5-1

Adjusted f = 0.593

Mallows Cp Statistic

Gilmour[3] and Mallows[4] sees Cp statistic as aam@e for assessing the fit of a regression mdaeltas been
estimated using ordinary least squares. It is egph the context of model selection, where a nurolb@redictor variables
are available for predicting some outcome and ti& i3 to find the best model involving a subsethefse predictors.

Mallows[4] have suggested using Cp as the beasrion for choosing a model among alternative cetitpe
models .The model are unbiased when €pP + 1. For other illustration and comments on intergieta sees
Mallows[4],Goldman and Toman[5] or Daniel and WaJd] One disadvantage of Cp is that it seems todmessary to
evaluate Cp for all or most of the possible subsetallow interpretation.  Thé, statistic as defined by Mallows [4] is
denoted by

p— 2 p—
Cp = (1-Rp)(n-T)

1-R%)
Where
P denotes number of independent variables includ#te regression model
T denotes Total number of parameters (includingritexcept) to be estimated in the full regressiwdel
RZ denotes coefficient of multiple determinations daregression model that has P independent vasiable
R% denotegoefficient of multiple determinations for a fuligression model that contains all T estimated petens
TheCp for full model was computed with the above formafaquation (2)
N=20P=5T=5+1=@&; = 0.700,R7 = 0.700

Cp = L2020 —2(5 + 1),
C,=6

[n—2(p+1)] )

Standard Error of the Estimate (SEE)

The standard error of estimate is another meaduteaccuracy of our predictors and a means ofahiogiusion.
It is the square root of the sum of the squaredremivided by the degrees of freedom. It represanneasure of variation
around the regression line. It is also used imeging the size of the confidence interval for pinedictions. For more details
see Neter,Wassermanann and Kunter [7]
The standard of estimates is defined as

sumof squares errors _ [¥r? )(3
n-2 TAln-2'
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The standard error for full model was computed wlih above formula of equation (1). The error sdrsquares is denoted
as 225.110 and n is 20.

Therefore /Zzi_lio is 4.0099

2.0  Data Analysis with Applications of Theoretical Formula of Equation (1), (2)and (3)

Table 1: Collection of Twenty independent pharmacies in @@napt to predict prescriptions volume (sales penti). The
data in Table 1 will be used to detect all the galaf the best subset analysis

FLOOR_SP(X1) PRESC_RX(X2)| PARKING(X3) SHOPCNTR(X4) | INCOME(X5)
4900 9 40 1 18
5800 10 50 1 20
5000 11 55 1 17
4400 12 30 0 19
3850 13 42 0 10
5300 15 20 1 22
4100 20 25 0 8
4700 22 60 1 15
5600 24 45 1 16
4900 27 82 1 14
3700 28 56 0 12
3800 31 38 0 8
2400 36 35 0 6
1800 37 28 0 4
3100 40 43 0 6
2300 41 20 0 5
4400 42 46 1 7
3300 42 15 0 4
2900 45 30 1 9
2400 46 16 0 3

Source of data: Hilderland and Lyman[8]
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Table 2:The output of Best Subsets Analysis for Digstore Volume Obtained from Table 1 Analysis

NUMBER IN MODEL R? Cp | ADJR?| STDERROf P+1 VARIABLES IN CONSIDER

MODEL THE
MODEL

2 * 0.64| 2.47 | 0.606 | 3.947 3 o YES

2 * 70.66 ;.1.60 0.626 | 3.842 3 XXz YES

3 * 60.66 2.75 0.599 | 3.98 4 XXy YES

3 8.66 3.57 | 0.604 | 3.96 4 XXX YES

*

3 * 60.67 ;.96 0.619 | 3.877 4 XXX 3 YES

3 * 90.69 2.43 0.633 | 3.81 4 XXX 4 YES

4 * 00.68 161.90 0.595 | 3.998 5 XX 3X5 YES

4 * 10.69 191.31 0.611 | 3.918 5 KX oX 4 X5 YES

4 * 30.69 i31.06 0.618 | 3.88 5 X1XoX3X4 YES

5 b 3.70 é 0.593 | 4.009 6 RoX3X4Xs YES

0

Each values of?rin Table 2 are high, but the full modetY has the highest value of 0.700. Based oA r
criterion, the full model is selected for predicticContrarily, the full model violates the critemifor adjustedand standard
error of estimates. The full model has a lower sigjd f value of 0.593 and a high standard error of 4.@¥sed on
adjusted Tvalue and standard error criterion, it is not @ligifor model inclusion. The adjustedvalue of 0.63 and lowest
standard error of estimates of 3.81 in Table 2 shthat model X X, and X, is included for predictiorThe entire model
with (*) satisfies the conditiofior Cp < P +1 and are good for model inclusion according to Sttistic. This is an
indication that the Mallows Cp statistic is configsi biased and requires some further estimatioothier to get the best
optimal model. This uncertainties of best subsatyans resulted to the use of stepwise estimation

3.0 Stepwise Estimation

This is another strong measure for model inclusiotine with the best subset analysis. The stepwigénation is a
more advanced, reliable and tedious ways of chgdsia best fitted model fdurther analysis. Many researchers prefer the
used of stepwise estimation as the best form ofetiadlusion. In building optimal model with stem®j the steps below has
to be thoroughly diagnosed to ensure easy analysis

Steps 1:The first variable included is the one that hastighest f value for predicting y; assume that this variable
calledx, .or the variable that has the highest negativeositipe value correlation with y is selected.

Steps 2:The second variable is the model when combinedyields the highesf walue; callx,.If there is any degree
of collinearity among the x's;, may not have the Iarge§;xr\,a.ue

Steps 3:The third variable included by forward selectiorlgls the highest value when combined with, andx,. The
process continues in this same manner

Step 4:The process stops when there is no additional @ser of T when others models are added

Step 5: The best fitted model through studentized residaajainst the predictors of interest are used to ttes
regression assumptions of linearity, constant maganormality and independence of the error terms

Step6: Violations of any of the regression assumptionstep 5, requires a transformation to improve onnteelel and
to some extend validate the assumption

Step 7:Check if an outliers is detected. Any value of stendardized residuals outside

the range of 2 x standard to -2 x standard deviatimuld be removed from the model. Alternatively,

the standardized residuals, the studentized rdsidna leverage points are another means of outlier

detention.

Step 8 The final model is re estimated
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Model Building with Stepwise Estimation:
Table 3: Correlation Matrix of Independent Pharmacies Data: Selecting the First variable

Correlations
Predictors ) (X1) (X2) (X3) (X4) (X5)
VOLUMEC(Y) 1.000 .183 -.663 -.069 -.203 .385
FLOOR_SP(X1) .183 1.000 -.751 .504 .710 .863
PRESC_RX(X2) -.663 -.751 1.000 -.328 -.341 -.845
PARKING(X3) -.069 504 -.328 1.000 482 .393
SHOPCNTR(X4) -.203 .710 -.341 482 1.000 .645
INCOME(X5) .385 .863 -.845 .393 .645 1.000

Table 3 display’'s the correlation among the fiveedictors and their correlations with the dependent
variable(Y).Examination of the correlation matrifkTaable 3 indicate that the predictop)X{s most closely correlated with Y,
having a high negative correlation of -0.663. Aligh X% has a very high correlation withsXand X causing serious
multicollinearity problem, but has a very low cdatéon with X3 and X, upon that, the first step is to build a regressio
equation with model X
Table 4: Inclusion of Model X% (PRESC_RX)

Multiple R Multiple R 2 Adjusted R? Std Error of | F Statistics P Value
Estimate
0.663 0.439 0.408 4.835 14.105 0.001
Table 5: Inclusion of Model X, (SHOPCNTR)
Multiple R Multiple R ? Adjusted r? Std Error of Estimate T test
0.804 0.647 0.606 3.947 15.584

The output of correlation matrix of Table 3 showattmodel X% has the next higher correlation with Y of 0.386¢ b
the problem with X in Table 3 is that it has a collinearity problemedto high correlation with X0.863), %(0.710),
X3(0.504) and X(-0.751). On that note, was not chosen for inclusion. Predictay Was included into the model with, X
because it has a low collinearity problem with(-8.341), and X0.482). The multiple R and values have both increased
with the addition of % The # has increased by the 19.8%

Table 6: Inclusion of Model X; (FLOOR_SP)

Multiple R Multiple R 2 Adjusted R Std  Error  of | F Statistics Durbin-Watson
Estimate Statistic
0.831 0.691 0.633 3.809 11.911 2.376

With model X into the regression equation, the value?ahrTable 6 increased by 0.27%. No additional vl
be gained by adding the mode] ahd X%

4.0 Evaluating the Final Model to Assessed the Assumptions of Regressioralysis
The final fitted model
Y = by + Xy + X5, + yXy+ ei
Will be used to address two issues
(i)  Meeting the regression assumptions
(i)  Identifying the influential data points calledtliers. Outliers are data points that are far advayn the mean when
analyses. Outliers are removed from a regressiateimehen the ordered standardized residuals (4ses)itside the
range of 2 x standard deviation and -2 x standidation and the model is re estimated agains Thration
continues until no further outliers are detected.
The principal measure used in evaluating theesgjon assumption is the residuals. For companmopose,
Mosteller and Tuckey[9] prefer the used of studesttiresiduals versus the predicted(y") and theigiord (X, X>,...,X)) to
display assumption validation.
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Standardized Studentized Residuals (STR) Plots ofi¢ fitted model
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Fig 3: STR Shopcntr Residual Plot FI§TR Predicted(y") Residual Plot

The scatter plots of Fig 1, Fig 2 and Fig 4 ardgqdefine; thus they have strong and significaféat$ in the regression
equation.Fig4 is less well defined , due to hetedasticity tendency.

Table 7: Applying Remedies for Assumption Violatios of Fig 3:The Output
Multiple R R Adj R F change

0.964 0.929 0.906 39.514

The log transformation of predictor,and re fitting the model
Y = by + by X1 + bX, + hylogX, + ei yields the output of Table 7
In Table 2, the%value is 0.700 and adj value is 0.593. Table 7 shows a greater improvémwied.929 for ¥ and 0.906 for
adj . The difference in“is 22.9% and adjusted difference is 31.3%. This shows that there waseatgr improvement in
the logarithm transformation of predictor x4. Thteel model was

Y~ = 37.826 -0.002%0.531% + OLogX,. The model X and X was removed from the model because it has no
significant statistical contribution. The improvemare shown in the graph below

Improved Standardized Studentized Residuals(STR) Bts
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5.0 Identification of Outliers Using Numerical Test

Table 8: Detecting Outliers as Influential Observaibns

OBS | (Y) (X1) (X2) | (X4) | Standardized Studentized Leverages | Deleted
residuals(ZRES' | Residuals(STR Row

1 22 490( 9 1 -0.23¢ -0.27¢ 0.207

2 19 5800 10 1 -0.302 -0.335 0.136

3 24 5000 11 1 0.6300 0.703 0.1474

4 28 4400 12 0 0.6318 0.72 0.181

5 18 3850 13 0 -2.212 -2.518 0.179 Row 5

6 21 5300 15 1 0.5930 0.637 0.083

7 29 4100 20 0 1.8115 1.970 0.105 Row 7

8 15 4700 22 1 -0.399 -0.42 0.067

9 12 5600 24 1 -0.324 -0.372 0.190

10 14 4900 27 1 0.163 0.175 0.08

11 18 3700 28 0 -0.224 -0.238 0.065

12 19 3800 31 0 0.520 0.57 0.104

13 15 2400 36 0 -0.7434 -0.81 0.1064

14 22 1800 37 0 0.8434 1.030 0.280

15 13 3100 40 0 -0.2590 -0.279 0.090

16 16 2300 41 0 0.14872 0.1615 0.1025

17 8 4400 42 1 0.3484 0.417 0.252

18 6 3300 42 0 -1.690 -1.899 0.16 Row 18

19 7 2900 45 1 -0.471 -0.607 0.347

20 17 2400 46 0 1171 1.282 0.116
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Table 8 represents the final fitted model usingwise estimation. Finally row 5, row 7 and row 1&8wemoved from the
model. Table 9, 10, 11 and 12 gives an insightam butliers was removed from the model

Table 9: Deleting Row 5

Standard Deviation for | Deleted row
Standardized residuals
1.836 5

Table 8 with 20 observations, has standardizeduals as -2.21171. Row 5 of standardized resideaisitside the range of
1.836 and -1.836. Row 5 was deleted from the maddlthe model was left with 19 observations .Remagéd with model
with 19 observations gives the output of Table 10

Table 10: Regression Output with the Res Estimationf 19 Observations

Multiple R R Adj r? Std Error of| P value Durbin Standard Deviation for Deleted
Estimates Watson Standardized Residuals Row
Statistic
0.902 0.813 0.776 3.0564 0.000 2.306 1.826 18

Row 18 of Table 8 was deleted from the model afisrestimation. The Standardized residuals arédeutise range of 1.826
and -1.826 and are regarded as an outlier. Thehwkft with 18 observations.

Table 11Regression Output with the Re Estimation of 18 Obseations

Multiple R? Adjr? | Std Error of | F P Durbin Standard Deleted
R Estimates value value Watson Deviation for | row
Statistic Standardized
Residuals
0.924 0.854 0.823 2.54147 27.310 | 0.000 2.262 1.814 7

The Standard deviation for standardized residisals814 Row 7 was deleted from the mode because the value is outside
the range of 1.814 and -1.814. You are left with 17 observations.

Table 12: Regression Output with the Re Estimatiomf 17 Observations

Multipler |[R? Adjr? | Std Error of | Fvalue | Pvalue| Durbin Standard Deleted
Estimates Watson Deviation for | row
Statistic Standardized
Residuals
0.932 0.868 | 0.838 2.21751 28.54Q 0.00( 2.594 1.802 18

The fitted model is y* = 44.195 — 0. 002X 0.541% — 4.187X%. Standard deviation for standardized residualk.862.
Hence no further outlier was detected because h@ \far standardized residuals is outside the rafgk802 to -1.802.
Finally, row 5, row7 and row 18 of Table 8 was dietefrom the model.

Final Residual Plots with the Non Inclusion of RowbRow7 and Row 18 from The Model
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1.5.1 Alternative Method of Outlier Detention
The standardized residuals, the studentized rdsidua leverage points are another means of

outliers detention.

The most widely used value is 1.96 thus, identdysiatistically significant residuals as those wiglsiduals that is
greater than 1.96. For studentized residuals vatoes5 of -2.518 and row 7 of 1.97 in Table 8 igside the range of 1.96.
For standardized residuals, row 5 of Table 8 isoatlier and should be removed and the model rienastd with 19
observations.

Also for studentised residuals, the most widelyduse95 percent confidencec (= 0.05).The corresponding t value is
1.96, thus identifying statistically significantsiduals as those residuals greater than 1.96 asdthan -1.96. Attention
should be on studentized residuals that exceed +2 and even more concerned about residuals xicaed 3.

The average value for leverage poin}%iswhere p is the number of predictors (the nundfaroefficients plus one for
the constant). The rule of thumb for situations rehp is greater than 10 and the sample size exce@ds to select
observations with a leverage value greater thaoetuhe average%‘%).When the number of predictors or the sample size

less, use of three times the averasgéz i6 suggested.

Now let’s look at the leverage’s to identify obsations that will have potential great influenceregression coefficient
estimates. Generally, a point with leverage gretitan (2k+2) should be carefully examined, whétés the number of
predictors andh is the number of observations.

For leverage point, rowl, of 0.207, row 14 of @28w 17 of 0.252 and row 19 of 0.347 in Table & ieverage point.
Using (%), no outlier was detected

Journal of the Nigerian Association of Mathematic&thysics Volume5 (November, 2013)311 — 320

319



Criterion for Choosing Among... Osemeke, Efeizomor and Azagbaekwue Jof NAMP

6.0  Conclusion

The goal of this paper was to raise awarenesfefmportance of selecting the best optimal modminfthe set of
predictors and presents a simplified introductiorthie rationale and fundamental concepts underlyingiiple regression
analysis. It emphasizes that multiple regressioalyais can describes and predict the relationskigvéen two or more
independent variables. Also, multiple regressiomlysis, which can be used to examine the increrheantd total
explanatory power of many variables, is a greatragwpment over the sequential analysis approachseapgwith univariate
techniques. Both stepwise estimation and best salnsdysis were used to estimate the best optiewakssion equation and
uses the model through studentized residuals &sssd the validation and non-validation of theesgjion assumptions and
detect outliers as influential observations. Howevee have seen that the uses of best subset analysys give rises to
different models as the best optimal models maktagjstical analysis difficult, biased, and configsiUsing coefficient of
determination, gave the full models as optimal nodsing Cp statisti€Cp < P + 1) gave many models for inclusion.
Using adjusted?rand standard error of the estimates, the modelXX and X, was chosen for inclusion but when using
stepwise regression the model X, and X, was chosen for inclusion and modelatd X was removed from the model.

Finally, adjusted’ standard error of estimates and stepwise estmatiethod gave us the same result, but the stepwise
estimation gave us a more precise, understanding,more reliable than any of the tools used. Faritif with the concepts
presented in this paper will help you better uniders the more complex and detailed technical ptesen in other
textbooks.

We therefore regard the stepwise regression asdispensable tool for choosing best subsets ragressodel for
validation of regression assumption. It helps toage the best optimal model and also facilitategdh of the analysis
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