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Abstract

The problem of assembly line balancing is a non-deterministic polynomial-time
(NP) - hard optimization problem. Some approximation algorithms for the problem
have been proposed but most of them are either not optimal or too complex to apply.

This paper utilizes the combination of longest operation time, ranked positional
weight and Kilbridge-Wester heuristics and finally Genetic Algorithm to solve assembly
line balancing problem solved by Ponnanbalam et al (2000) in which they used 14
heuristics and GA to solve the ALBP . The GA adopts a fitness function based on
realized cycle time and a crossover based on fitness ranking.

The computational effectiveness and efficiency of using genetic algorithm in
solving ALBP was validated by comparison with a multi objective genetic algorithm,
utilizing fourteen heuristic rulesfor solving simple assembly line balancing problems.

The three heuristics genetic algorithm was found to perform better, from the view
point of optimization giving a line efficiency of 92.59% and smoothness index of 2.45.

Keywords: Assembly Line Balancing, longest operation tireehnique, Ranked positional weight technique,
Kilbridge- Wester heuristic, Genetic Algorithm

NOMENCLATURE AND SYMBOLS

ALB- Assembly Line Balancing
ALBP- Assembly Line Balancing Problem
CR- Realized cycle time

CT- Cycle time

LE- Line efficiency

LOT- Longest Operation Time

GA- Genetic Algorithm

GGA- Grouping Genetic Algorithm
RPW- Ranked Positional Weight
SA- Simulated Annealing
SALBP- Simple Assembly Line Balancing Problem
Sl- Smoothness index

ST- Station time

Ci- Parent chromosome

F;- Fitness of a chromosome

i- Chromosome number

m- Total number of workstations
n- Number of chromosomes

0;- Offspring

P.- Crossover probability

P;- Selection probability

P,- Mutation probability
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1.0 Introduction

An assembly line is a manufacturing process inctvlivo or more separate tasks are fitted together sequential
manner to form a new product. The tasks are gdpenéérchangeable. In Operations Management tloéside on how best
tasks are to be assigned to the various works&iioorder to increase efficiency is referred taasembly line balancing
problem (ALBP).

The variable of interest for the ALB consists ofmher of tasks, processing time, precedence rekdtipa and the cycle
time. The goals of the ALB are to minimize the nembf workstations (m), minimize the workload vaga, minimize the
idle time and maximize the line efficiency [1].

The assembly line in which a single product is picedl is referred to as the simple assembly linarzathg problem
(SALBP). Though SALBP is a class of NP-hard optimian problems; effective exact methods are avialat solving
small and medium-size problems [2].

Approximate methods (heuristics and metaheurjstiese been developed in order to overcome thelisiigtion of
the exact methods aiming at providing good soldtitirat are as near to the optimal solution as blesg3]. Nevertheless,
further algorithmic improvement is necessary fdvisg large-scale problems [2].

GAs are numerical optimisation algorithms inspidegl both natural selection and natural genetics. phaary
characters are the population search strategyrniafion exchanging between the individuals in tlo@upation, and the
evolution process. Genetic algorithms keep a gafupear-optimal solutions rather than a single-entrisolution, which is
its greatest difference from the other meta-hearagorithms [4].

In order to find optimal solution to the ALB probfevia GA methods, four critical elements are reeglirFirst, an
appropriate representation is required. This isoanqdished by representing a task sequence in tefntshromosome.
Second, a fitness function is required to evaltiagequality of different potential solutions. Thiral set of genetic operators
(parent selection, crossover and mutation) whiahmegete new chromosomes as a function of older ahsomes must be
defined. Finally, algorithm parameters must be diedti

The aim of this study is to reassess the line loaigrproblem solved by [5] in which they used 14igics and GA but
in this case, 3 heuristics are utilized and to nakaparison of the results obtained.

The performance measures considered are; the nwohierkstations, the line efficiency and the snimatss index

2.0 Literature Review

Ponnambalam et al [5] proposed a multi-objectiveegie algorithm to solve assembly line balancingbpems. The
performance criteria considered include the numbémgorkstations, the line efficiency, the smootbsiéndex before trade
and transfer and the smoothness index after traddransfer. The developed genetic algorithm inir thverk was compared
with six heuristics algorithm namely, ranked pasigd weight, kilbridge and wester, moodie and yequidgffmann
procedure matrix, immediate update first fit andkrand assign heuristic methods. It was betterllinha performance
measures than these heuristics.

Suwannarongsri et al [1] considered a new hybrhilitaearch (HTS) method for solving assembly lintarmEng
problems in the paper. The tabu search (TS) metfasicombined with the genetic algorithm (GA) toritiy and provide
solutions for the assembly line balancing probleRtem the simulation results compared with the emtional method, it
was found that the proposed HTS method is capablaanlucing solutions superior to the conventiomadthod. It was
concluded that the HTS method is an alternativerg@tl algorithm to solve assembly line balancingbtems

Norozi et al [6] proposed a new approach of hylgedetic algorithm-simulated annealing (GA-SA) immpéntation in
order to meet objectives of the assembly line kmtan problems. In order to check the efficiency hyfbrid search
techniques, a comparison was made between thasetthined by hybrid GA-SA and GA and this comganmi validated
the effectiveness of their approach.

Razali and Geraghty [7] adopted the biologicallgpined evolutionary computing tool which is genetlgorithm to
solve assembly line balancing problem with the dibje of minimizing the idle time in the workstatioThe key issue in this
paper was how to generate a feasible sequencslofvtaich does not violate the precedence constiairdrder to generate
only feasible solution, a repairing strategy basedopological sort was integrated in the gendgorthm procedure.

Levitin et al [8] introduced two different proce@srfor adapting the GA to the robotic assembly liakncing problem
by assigning robots with different capabilities wrkstations. The recursive assignment proceduck arconsecutive
assignment procedure were introduced. The resfiltseoGA were improved by a local optimization [(ldlimbing) work-
piece exchange procedure.

Brudaru et al [9] dealt with the design of balan@stembly lines with parallel workstations in ttese when the
execution times are real sampled fuzzy numbersrdier to solve this problem, the paper proposedféicient greedy
algorithm that constructs an assembly structuréadoimg both serial and parallel workstations fgrascribed confidence
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threshold. The greedy algorithm was grafted onreetie algorithm resulting a powerful tool for salgithis problem The
performance of the hybrid genetic algorithm relateéfficiency of defuzzyfication rules, optimality the number of
workstations, absolute and relative deviation ftbmoptimal value, were experimentally analysed.

Chong et al [10] made a comparison between a ralydgamerated initial population and a heuristicateal initial
population. Both populations were tested with gppsed GA using established test problems fromalitee. His work also
showed that the GA using a fitness function baserkalized cycle time is capable of generating gemidtions.

Fathi et al [11] addressed the wrong applicationthe well-known rank positional weight technique ieth may
invalidate some of the conclusions in [5] who cdesed a multi objective genetic algorithm utilizisgveral simple heuristic
rules for solving simple assembly line balancinghtems. The positional weights of the tasks werengly computed
against the original definition developed by Helgesnd Birnie [12]. Despite the mistake, the vifidf methodology of
the mentioned paper cannot be questioned [11].

3.0 Methodology
The GA approach adopted in this paper for solviagsembly line balancing problems is describedlésas:

I Representation of chromosomes
The GA proposed adopts the heuristic based encayisigm. A chromosome is represented by any sequerheuristics
which are used in assigning task to the variouskstations following the workstation oriented apmioaln this approach,
tasks are assigned to various workstations asdsrige total station load does not exceed the fpibesiccycle time.
The heuristics adopted in this GA are the longpstation time heuristic, the ranked positional weigRPW) technique and
the kilbridge-wester heuristic.

I. Random generation of initial population
This procedure involves the generation of randomomiosomes. A chromosome is a feasible solution vighlength
determined by the number of tasks and genes usegitesent the heuristics used.
A population size o2nto 4n is usually taken as initial population size [18here n is the number of task.

. Evaluation of fithess function
The fitness function used in this paper is the éffeciency. Line Efficiency (LE) is the ratio ofimulative station time to the
cycle time multiplied by the number of work stasort shows the percentage utilization of the [[b@]. To maximize the
line efficiency we incorporate the realized cydimé instead of the prescribe cycle time. The redlizycle time is the
maximal station time after the task assignmentgsscAccording to [10],
Line efficiency (LB= 2=t (1)
Where: ST =Station time is duration of station
CR=Realized cycle time
m=Total number of workstations
i= Chromosome number
The smoothness index for each chromosome was d¢edlua smoothness index of 0 indicates a perfeletrice [14].

Smoothness index (S8 Y™ ,V(STyax — ST;)? 2)

V. Selection
After the evaluation of the chromosomes, some @efctiromosomes are chosen in order to create thegaegration. In this
paper, 80% of the total population is selected oamg with a selection probability given as
Py = st [13] (3)

Zi:lFi

Where: Fi = Fitness of a chromosome
n =Number of chromosomes
i= Chromosome number
The worst 20% are allowed to die. This methodnsilar to the roulette wheel selection procedure iartthsed on the theory

of the survival of the fittest [15].

V. Crossover
The selected chromosomes are ranked and paireddang to their efficiency and smoothness indee (finst two
fittest chromosomes are paired). This GA adoptstiiee point order crossover operation where two {soare randomly
chosen and the genetic material between them ippgdato give two offspring [16]. The crossover abllity is assumed to
be unity, that i,=1.0
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VI. Mutation
The mutation operator has the effect of creatimgwa offspring which cannot be created by the @dircrossover
operator. After crossover has been applied, weyapel mutation operator based on a mutation prdibakp,, say 0.2). We
use the scrambled mutation operator in which twiatpare randomly selected and scramble the elemwatitin it [10].
After the new offspring are created with the cregsand mutation operators, the successor generatigenerated with all
the new offspring and 20% of the preceding popaoiasielected as pareto optimal solutions basedeinfitness values. This
concept of replacement is referred to as the mligategy.

VII. Termination
This GA procedure can be repeated as many timdssied. It will be terminated after the presadibeimbers of
generations has been completed say 50 and iftefi€l0) successive generations, no improvementeaized.

4.0  The Heuristics Used.
The three heuristics combined and recombined graieed below.

Longest operation time technique (LOT)
1. Construct the precedence diagram from the precedeabte
2. Arrange the task in descending order of their tamk i.e. from the longest to the shortest.
3. Assign the longest operation first while maintaghprecedence and cycle time restriction [17]

The ranked positional weight technique (RPW).
1. Construct the precedence diagram
2. Determine the positional weight of each task. Tositinal weight of a task is the summation of thsk time and
the processing times of all its successors.
3. Rank the tasks in descending order based on ttigopas weight. i.e. from the highest PW to thevest PW
4. Assign the task with the highest RPW first and pestin that manner maintaining precedence and diroke
restrictions.[12, 18]
5.
The Kilbridge-Wester heuristic.
1. Construct the precedence diagram.
2. From the precedence diagram, list in column lagdks without precedence. In column Il list all &tkat have those
in column | as their immediate precedence. Contioube other columns in the same way.
3. Assign task to the workstations starting with cofuhand continue while maintaining cycle time rieston.
The proposed genetic algorithm combined and recoschihese heuristics [18]

THE APPROACH BY PONNAMBALAM ET AL [5]
To evaluate the performance of this algorithm, mgarison between a multi objective genetic atpariutilizing fourteen
simple heuristic rules proposed by [5] was madegitiie numerical illustration in that paper. Tharmple problem has 12
tasks and a cycle time of 10 units. The precedanteork of the presented example is graphicallywshim Figure. 1

Figure 1.Precedence diagram of assembly netwofk. [5
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The precedence table is shown in Table 1

Table 1.The precedence table Cycle {i@il) = 10.
Task No, Task Time Immediate Predsmetask

1 5 -

2 3 1

3 4 2

4 3 1

5 6 4

6 5 3,5

7 2 6

8 6 7

9 1 6

10 4 6

11 4 10

12 7 8,9, 11

The List of heuristic rules used by them while emgnting genes of chromosomes are;
. Maximum ranked positional weight RPW
. Maximum total number of follower tasks
. Maximum task time
. Maximum number of immediate follower tasks
. Maximum backward recursive
. Minimum total number of predecessor tasks
. Minimum reverse positional weight
. Minimum lower bound
. Minimum upper bound

10. Minimum slack

11. Minimum task number

12. Random task assignment Random

13. Maximum task time of follower task

14. Maximum positional weight of follower task.
These 14 different heuristic rules were used toutate the positional weights of tasks. Rankinghef tasks were based on
the positional weights. However, it was observeat thost of the positional weights calculated fa BPW technique were
inaccurate as they were calculated as (34, 2722426, 20, 15, 13, 8, 15, 11, 7). In this worle torrect result for the
illustration problem using the original definitiai RPW was computed as (50, 36, 33, 38, 35, 291358, 15, 11, 7).
An initial random population of 20 chromosomesyihg 14 genes representing each of the heuristas evaluated based
on the objective and scalar fithess functions. filepoint crossover and insertion mutation werbzeti.

The solution obtained after 30 GA generations teethe application of trade and transfer phasé@Moodie and
Young method is shown in Table 2

Table 2.Initial assignment of tasks befoeglér and transfer phase.

O©ooO~NOOh,WNE

Station| Task numbefr Task timeStation time| CT — ST;
(Te) (ST)

1 1 5 8 2
4 3

2 2 3 9 1
5 6

3 3 4 10 0
6 5
9 1

4 7 2 8 2
8 6

5 10 4 8 2
11 4

6 12 7 7 3

Sources: [5]
Line efficiency (LE) =83.33% and Smoothness in(lely =4.69
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A. USING THE PROPOSED THREE HEURISTIC RULES GA
The three heuristics used in this study are desdrib
i. Longest operation time technique (LOT)

The LOT method rank tasks in accordance with tasks as shown in Table 3. Tasks having equal tas&stare given
equal considerations but one has to be selectetlaailly. This equality in task time gives rise tiee different possible sub
routes of the system. When two tasks possess ehaate of being selected, it is then possible ltovfothe route that may
or may not enhance the performance of the system.

Table 3.Ranking of the tasks using the LOT istiaor

Task Time| Rank
12 7 1
5,8 6 2
1,6 5 3
3,10,11| 4 4
2,4 3 5
7 2 6
9 1 7

ii. The ranked positional weight technique (RPW).
The RPW technique rank tasks based on their poaitieeight. The positional weight of a task is suenmation of the task
time and the processing times of all its succesSable 4 shows the task ranking based on positise@ht. Sub routes are
obtained when two or more tasks have equal ranksiignal weight. Task number 7 and 10 having egasitional weight
are assigned arbitrarily this lead to another fssbute of the assembly line as shown in the @4bl

Table 4.The positional weight and rank
Task | Positional Weightl Ran
50
38
36
35
33
29
15
13
1 11
8
2 7

[N
o

Rlo|R|lo|N|o|wlo|N sk
RPlo|lo|ylo|lo|swN|e-

RO

iii. The Kilbridge-Wester heuristic.

In Kilbridge and Wester heuristic, numbers arégaesi to each operation describing how many presiecs it has.
Operations with the lowest predecessors are askifiiséto the workstations. Table 5 shows the tasiking based on their
precedence. Tasks having the same number of prestesepossess equal chance in the assignment predad lead to a
number of possible sub routes that could be folthwe
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Table 5.Ranking of the tasks using Kilbridge af¢e heuristic

column| task rank
I 1 1
1] 2,4 2
1] 3,5 3
v 6 4
\% 7,9,10| 5
VI 8,11 6
Vil 12 7

B. IMPLEMENTATION OF THE GENETIC ALGORITHM
The propose genetic algorithm combined these thieeiples in navigating through the possible fielesroutes of an
assembly line network to achieve optimality assiltated below;

Step 1 representation of chromosome.
The chromosome is a string of 12 genes correspgndithe 12 tasks.
Let; Gene A be task assigned using heuristic A,
Gene B be task assigned using heuristic B,
Gene C be task assigned using heuristic C
Hence, the heuristic encoding scheme

Step2 random generation of initial population

Usually, the population size ranges fr@mto 4n [13]. In this illustration,

the population size is taken to Be+1 where n= no of tasks. Therefore, population sig2=<12) +1=25. The randomly
generated initial population of 25 chromosomesi®as in Table 6.

Step 3 evaluation of objective and fitness function.
Calculate the line efficiency and the smoothnes@xnusing equations 1 and 2. Table 7 indicates eurabstations, line
efficiency, the smoothness index and rank of edchrnosome in the initial population.

Step 4:Selection
Using the pareto approach, select 80% of the 26ngsbsomes i.e. 20 chromosomes randomly based a@sditnsing the
selection probability using equation (3). Tablen8wss the selection probability for each chromosdamtée population

Step 5 Crossover.

A two point crossover is applied to the two seldathromosomes using a crossover probahfjityl.0 based on their fitness
value. In this crossover, we randomly select twin{so(in this case the 5th and 8th gene) on thermashromosomes and
exchange the genetic materials between the pamtap( crossover). This generates two new offsprivegsng the genetic
composition of the two parents as shown in TabR&®ent chromosome is designated;aand the offspring witlo;.

Appling the two point crossover to the selectedoiwsomes usinBc=1:

Step 6:Mutation
Apply the scramble mutation wifPm=0.2. This implies 0.2x25<50ffspring. Choose the two points randomly as tieaid
11th genes and scatter the genetic component vtfieipoints as shown in Table 10

Step 7:termination.

This GA will terminate after the prescribed stogpariteria have been met. The stopping criteriogdus this illustration is
the stall generations. The stall generation isnti@ber of iterations with no improvement in thetlfgsess value [10] in this
case, the stall generation is 10
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Table 6.The randomly generated initial popolati

chromosomes Genes
1 2 3 4 5 6 7 8 9 10 11 12
1 B C C C B C A C Al A B B
2 C A B C B C A B A C B A
3 A | C C A | B C B B B C C C
4 C B C C B A B B B A C B
5 C B C B A B B B B A C A
6 B C A|A|A C C Al A B C B
7 A C A B C C B Al A| A B A
8 A B B A | A C C C C B B B
9 A B A B A | A C C A C B C
10 A B A | A C B A B B B C C
11 C C B B A C A C C A C B
12 B A | A C C A B C C A B B
13 C A B B A B C C Al A A C
14 B B B Al A | A C C C C B B
15 C B B C B C Al A C C A C
16 B C A C A C C A B B B A
17 A B A | A C A|C A B A C B
18 B B B C C Al A B B A A A
19 B A C Al A B A | A B B A B
20 C C C C C B B Al A| B C C
21 A C A C B C Al A B B B B
22 A | A C A | A B B C B B C C
23 C C B B C Al A B B B A C
24 B C A| B C C| A| A| C C A C
25 C B C C C Al C B Al C A B
Table 7.The objective function and fitness value
chromosom No of statiol Line efficiency Smoothness indt Rank
1 6 83.3: 5.0¢ 4
2 7 79.31 6.5¢€ 6
3 7 71.4: 8 7
4 6 83.3: 5.0¢ 4
5 6 83.3: 5.0¢ 4
6 6 83.3: 5.4¢ 5
7 6 92.5¢ 2.4t 1
8 6 83.3: 5.4¢ 5
9 6 83.3: 4.6¢ 2
1C 6 83.3: 5.0¢ 4
11 6 83.3: 4.8¢ 3
12 6 83.3: 4.8¢ 3
13 6 83.3: 4.6¢ 2
14 6 83.3: 5.4¢ 5
15 6 83.3: 4.8¢ 3
16 6 92.5¢ 2.4t 1
17 6 92.5¢ 2.4t 1
18 6 83.3: 5.0¢ 4
19 6 92.5¢ 2.4t 1
2C 6 92.5¢ 2.4t 1
21 6 83.3: 4.8¢ 3
22 6 83.3: 4.8¢ 3
23 6 83.3: 5.0¢ 4
24 6 92.5¢ 2.4t 1
25 7 79.31 6.5¢€ 6
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Table 8.The selection probabilities

Chromosome Line efficiency Selection probability
1 83.33 0.039
2 79.37 0.037
3 71.43 0.034
4 83.33 0.039
5 83.33 0.039
6 83.33 0.039
7 92.59 0.044
8 83.33 0.039
9 83.33 0.039
10 83.33 0.039
11 83.33 0.039
12 83.33 0.039
13 83.33 0.039
14 83.33 0.039
15 83.33 0.039
16 92.59 0.044
17 92.59 0.044
18 83.33 0.039
19 92.59 0.044
20 92.59 0.044
21 83.33 0.039
22 83.33 0.039
23 83.33 0.039
24 92.59 0.044
25 79.37 0.037

Table 9.The Crossover of the First Generation

Chro Genes

moso | 1 2 3 4 5 6 7 8 9 10 11 12

mes
C, A C A B C C B A A A B A
Cie B (@ A C A [® [® A B B B A
0, A (3 A B A [® [® A A A B A
0, B (3 A C C [® B A B B B A
Cyi7 A (3 A A & A [® A B A C B
Cio B A C A A B A A B B A B
04 A C A A A B A A B A C B
0, B A C A C A C A B B A B
Cyo C C C C C B B A A B C C
Coy B C A B C C A A C C A C
Og C C C C C C A A A B C C
O¢ B C A B C B B A C C A C
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Co A B A B A A Cc Cc A C B C
Cy | C A B B A B C C A A A C
0, A B A B A B C Cc A C B C
Og C A B B A A C Cc A A A C
C, | C C B B A C A C C A C B
C., |B A A [ C A B C C A B B
Oq C C B B C A B C C A C B
0, | B A A [ A C A C C A B B
Cs | C B B C B C A A C C A C
Cyy | A C A C B C A A B B B B
0, | C B B C B C A A C C A C
0, | A C A C B C A A B B B B
C,, |A A C A A B B C B B C C
C, |B C C C B C A C A A B B
0, | A A C A B C A C B B C C
0,, | B C [ C A B B C A A B B
Cy C B C C B A B B B A C B
Cs C B C B A B B B B A C A
0,5 | C B C C A B B B B A C B
0, | C B C B B A B B B A C A
Co | A B A A C B A B B B C C
Cs | B B B C C A A B B A A A
0, | A B A A C A A B B B [® C
0,3 | B B B [® C B A B B A A A
C,; | C C B B C A A B B B A C
Ce B C A A A C C A A B C B
0, | C [ B B A C C A B B A C
0, |B C A A C A A B A B C B
Table 10. The Mutation of the First Generation
Chro Genes
moso | 1 2 3 4 5 6 7 8 9 10 11 12
mes
Cs | C C C C C C A A A B C C
0 |C C C C C A C A B A A C
The optimum solutions of the first generation iewh in Table 11
Table 11. Optimum Solutions of First Generation
Chromos Genes
omes 112 |3 4 5 6 7 8 9 10 11 12
C, A C A B C C B A A A B A
Cis B C A [ A C C A B B B A
Cyy A C A A C A C A B A C B
Cio B A C A A B A A B B A B
Coo C C C [ [ B B A A B C C

The assembly line of the pareto optimal solutieaized from the initial population are shown irbles 12 -15
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Table 12.Chromosome 7 and 16 Assembly linercaig

No of station Task No. Task Time Station timéST;) STax — ST;

1 1 5 8 1
4 3

2 5 6 9 0
2 3

3 3 4 9
6 5

4 7 2 8 1
8 6

5 10 4 9 0
11 4
9 1

6 12 7 7 2

Line efficiency (LE) = 92.59% and Smoothness (&) =2.45

Table 13.Chromosome 17 Assembly line balancing

No of station Task No. Task Time | Station tim&ST;) STimax — ST;

1 1 5 8 1
4 3

2 5 6 9 0
2 3

3 3 4 9
6 5

4 10 4 8 1
11 4

5 7 2 9 0
8 6
9 1

6 12 7 7 2

Line efficiency (LE) =92.59% and Smoothness in(el} =2.45

Table 14.Chromosome 19 Assembly line balancing

No of station Task No. Task Time Station timéST;) STmax — ST;

1 1 5 8 1
2 3

2 4 3 9 0
5 6

3 3 4 9
6 5

4 10 4 8 1
11 4

5 7 2 9 0
8 6

6 12 7 7 2

Line efficiency (LE¥ 92.59% and Smoothness index (SI) =2.45
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Table 15.Chromosome 20 Assembly line balancing

No of station Task No. Task Time Station timéST;) STmax — ST;

1 1 5 8 1
2 3

2 4 3 9 0
5 6

3 3 4 9
6 5

4 7 2 8 1
8 6

5 10 4 9 0
11 4
9 1

6 12 7 7 2

Line efficiency (LE) = 92.59% and Smoothness in¢lely =2.45

The Successor Generation
The next generation after crossover and mutatishasvn in Table 16

Table 16.The successor generation

Chromosome Genes
1(2|3|4| 5| 6| 7/ 8 9 10 11 12

1 A|C|A|B|A|C|C|A|lA A|B|A
2 B|C|A|C|C| C| B|] Al Bl B|] B|] A
3 A|C|A|A|A|B|A|A|B|A|C |B
4 B|A|C|A|C|A|C|A Bl B|A|B
5 C|C|C|C| C|l A C A Bl Al Al C
6 B|C|A|lB|C|B| Bl AlC|] C| Al C
7 A|/B|A|B|A|B|C|C|A|C|B|C
8 C|A|B|B|A|A|C|C| Al A|lA|C
9 c|C|B| Bl C| Al Bl C| C|l Al C| B
10 B|A|A|C|A|C|A C|C|l Al B| B
11 C| B| B|C| B| C| Al AACl C| Al C
12 A|C|A|lC|B|C| Al A|/B B| B| B
13 AlA|C|A|B|C|A|C|B|B|C|C
14 B|C| C| C| Al Bl Bl C{ A/ Al B|] C
15 C|B|C| C| Al B|] Bl Bl Bl Al C| B
16 C|B| C| B| Bl Al Bl Bl B Al C| A
17 A|B|A|lA|C|A|A|B|B|B|C|C
18 B|B|B|C| C| Bl Al Bl Bl A| A| A
19 C|C| B| B| Al C| C| Al Bl Bl Al C
20 B|C| Al A|C| A|lA|B|A{B|C| B
21 A|C|A|B|C|C| B|l Al A/ AlB| A
22 B|C| Al C| Al C| C| Al Bl Bl B|] A
23 A|{C|A|lA|C|A|C|A|lBlA|C| B
24 B|A|C|AlAlBlA|A B|B|A|B
25 c|Cc|cCc|cHcCc B B A A Bl Cl C
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The summary of the results obtained by the twoegghes is shown in Table 17.
Table 17. summary of the results

No | FACTORS FOURTEEN HEURISTICS GA THREE HEURISTIG&
1 Number of workstations generated 6 6

2 Line efficiency 83.33% 92.59%

3 | Smoothness index 4.69 2.45

4 Number of heuristics used 14 3

5 Cycle time 10mins 9mins

5.0 Results and Discussions

Optimization could be defined as the effort, waghnique, method or system to use for calculatinfinding the best
possibilities of utilization of resources (whichnche people, time, process, vehicles equipment,materials, supplies and
others) needed to achieve an expected result,iithing the best possible solution to the probJ&f]. In an optimisation
problem, a list, quite possibly of infinite lengthf, possible solutions is being searched in ordéodate the solution that best
describes the problem at hand.

The multi-objective genetic algorithm proposed aniised by [5] uses fourteen heuristics. It wasirfd to perform
better than any of the combined heuristics. Théope&ance measures used in this GA are the numbexagfss stations, the
line efficiency and the smoothness index. The dctgult obtained from the genetic algorithm is sfations, 83.33% line
efficiency and a smoothness index of 4.69. An improent in the line efficiency and smoothness indexhe line was
achieved by the application of the trade and temgifiase of the Moodie and Young method.

The results produced by the proposed genetic atgorfor the illustrative problem gave an asseminte lwith the
minimum possible number of workstations, whichiis(§) with a line efficiency of 92.59% and smoo#ss index of 2.45.
The ideal of the realized cycle time adopted given for optimality to be achieved in terms of cytitee without making
several infeasible assumptions in selecting cyiohe.t By adopting this concept of realized cycledjma cycle time of 9
minutes was obtained for the six workstations mdtef the prescribed cycle time of 10 minutes.

Comparing the procedure adopted by this three $tigiGA in accordance with the definition of optiation, with that
of the fourteen different heuristic rules adoptgd4, it is observed that the three heuristics iSA&asier and faster to solve.
It gives optimal solutions without additional procee to the GA methodology.

The result obtained by the fourteen heuristic gerstorithm approach and that of the three haarggnetic algorithm
approach as illustrated in Table 17 had shown thatadopted genetic algorithm in realizing an optimsolution to
assembly line balancing problems is better.

6.0 Conclusion

In this paper, the proposed genetic algorithm whiombines three different heuristics and pair theomosomes
according to their fithess has been used as anagmbgtraight forward approach in solving asseribé/balancing problems
in order to obtain optimum solutions within a re@eole time of its implementation. The utilizatiohjost three heuristics
had made the GA easier to understand and solveu3def realised cycle time has been helpful indasing the efficiency
of assembly line balance when applied.
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