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Abstract

In this paper, we apply linear programming techniques to estimate trend of the
sales data of Kaduna Coca-Cola Bottling Company. The trend component of any data
has two important properties: smoothness and fidelity (closeness to the data). The
linear programming (LP) solution is a monotone sequence which optimizes some
weighted combination of both properties.

1.0 Introduction

It is always important to determine the trend of éme-series data which is non-stationary. Trendefined as a
sustained and systematic variation over a longdesf time: see Dagum C. and Dagum EG [1]. It isally represented
by some smooth mathematical function such as anpatyal and it is a very important component in deiging the
forecast of any time series data.

Two important properties of a good trend comporestimate are smoothness and fidelity (closenesetalata).
Optimizing any of the two measures produces a wdiffetrend estimate. If one optimizes smoothness,deviates from
the original data. It is therefore better to estenthe trend based on the trade-off between thecomdlicting properties.
The first author to consider this trade-off was Wiker [2] when he was approximating a serig@ithe-series), i = 1, 2,
... N (where N is the number of observations) by aaimdunction T, i = 1, 2, .... N (Where {Tis the trend during its
time).

Whittaker’s solution [1] balances the trade-offseen smoothness and fidelity by solving the optatian problem
given by:

Min {zgil[zi ~T] +21 Z?’z‘l’([AKTi]Z} ................. (1)

WhereK and} are user — specified constants @hik the difference operator. The first term meastine fidelity of

the solution to the original data and the seconah tmeasures the smoothness of the solution. Whitslkpproach has
some inherent problems in that it requires thenoigaition of a non-linear function which in genenady be quite hard.
Mosheiov and Raveh [3] introduced a different appto They used the sum of absolute second orderetites as the
measure of smoothness and used sum of absolui@idesias their measure of fidelity. Their appro@obutline below:

2.0 Estimation Using Linear Programming Approach
LetZ = (Z,,Z,,...,Z ) be the original time-series (Alternatively, leb& the seasonality adjusted series, i.e. the
trend component with irregularities. In this case $eries Z can be obtained by any seasonalitgtiutjuprocedure. See
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Raveh [4] for instance). They assumed that Z iegdly monotone, i.eZ; < Z,., (Z:- = E:':-_ij, for most consecutive

observations. The aim is to estimfie= (T, ...., T ) the trend component of Z.
The measure of fidelity is then given as:
ME =202 =T oo )
and for smoothness, they used the sequence ofudseicond order differences. Thus
IﬂTEI = |T;-_1 —T:-IJL' =1...N—1,
then

|A’T.| = |AT,,, — AT,|,
=Ties =Ty — (Tisy — T

=T, — 2T, +T,|,,i=1,....N—2,
A measure for smoothness (SM) is then given bystim of the absolute second order differences. i.e.
MS =EN2ART e, (3)

In order to estimate trend from a time-series dmsiag linear programming techniques, they definedbjective
function which is a linear combination of the tvaxfors i.e. measure of fidelity and measure of shrass.
This is given as:
F=aMF+{1—a)MS5 ....coccceiiiiiiiiiii, (4)
for
0=a=1
Hence the objective function is given by
a oz, — T+ (1 —a) B5F Ty — 2Ty + T4
This expresses the trade-off between fidelity ambathness. Monotonicity is however imposed throagéet of
constraints: within each time segment, the estichtend T is required to be perfectly montone evietine original data
(or the seasonality adjusted data) of that segroEthe series is only approximately montone. Thénege trend is
therefore, the monotone vector that minimizes eqodd), namely the solution of the following optization problem.
Min{a 5712, — T + (1 — @) Zl57ITien — 2Ty + T}
Subject to
T, =T,.si=1,....,.N

T, 20,i=1,.....N (5)
The problem above, is a non-decreasing monotonimtiause of the sign of absolute value in the golgective

function. Hence it is not a linear function. To wert to a linear one, we can introduce some vagsmhhd also change the
absolute sign. Since any value in the absolutestggther positive or negative will become positiwe, can define

u-v.=2,-T7, U z=0V.=0i=1..N
_X:' - Y:' = T:'_j _ET:'_-i T T:', _X:' E G,-Y:' E 'D,ll = l_. ...._..'"'lr - 2 . .....Eﬁ)
This idea of eliminating absolute values from ohjexfunctions to make them linear was originallegented by
Charles et al [5]

After substitution of the new variables i.e. eqolat(6) into equation (5) above, the following lingaogram is
obtained

Min{a X2, (U, + V) + (L — a) 257 (X; + )}

Subject to
uy-v,=2Z,—-T, i=1,....N
X —Y, =T, " 2T, + T, i=1....N—2 ... (7
T, =T.,,i=1,...N-1
u,v,r,=0i=1,....N
X, V,=0i=1,...,N—2
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To get the number of variables in (7) as a lineag@mming problem, we use the formutay — 4 where N is the

number of observations. This is because the nuwibdifferent variables in the problem is five aratk one is counted
up to N excluding theX,, ¥, non-negativity constraints, which are counted wp & — 2. That is we get

3N +2(N—2) = 5N —4. Similarly, to obtain the number of constraintse formula3N — 3 is used due to the

fact that one of the constraints goes ugstcanother ones goes uplib— 2, while the last one goes upitb— 1, i.e. we
getN + (N—1)+({N—-2) =3N -3

3.0 Application Of Mosheiov And Raveh’s Approach To The Data Of Kaduna Boling Company

We tested the new linear programming (LP) methadrend estimation on data from Kaduna Bottling @amy (Coca-
Cola) Sales for four years from January 1999 todbdser 2002 (see data in Table 1).

Table 1: The Originaal Data “Sales Of Nigeria Bottling ComgaKaduna” (January 1999 — 2002)

MONTH 1999 2000 2001 2002
JAN 454022 499814 346018 317073
FEB 479432 368002 426803 456009
MAR 609650 406295 712870 726128
APR 456333 377009 546061 517752
MAY 432749 316468 455402 536508
JUN 567722 338972 540607 592768
JUL 377785 309692 415800 431844
AUG 397095 261364 355708 370357
SEP 520383 421815 550744 505699
OoCT 421516 360712 396844 437052
NOV 481015 481015 414465 455056
DEC 549014 549014 616264 753239

We initially estimated the trends by usirg= 0 anda = 1 with the help of LINDO Software (we obtain it from

internet, i.e., www.lindo.com). After getting thesults which represented the trends, we plottedctimees using the
original data as well as the trend line. This conéid to us that the trend pattern matches the matement. This is

because ift = 1, then the objective function in the system (5ndeesystem (7) reduces to
Min{Z,|T, — Z.|]which is the best estimate in terms of fidelity.
Similarly if @ = 0, then the objective function becomes
Min{Z 1 A*T.} which is the best estimate in terms of smoothness.
The graphs we get in the two cases are in figuferky = 0 and in figure 2 foxx = 1.

Putting the above data (i.e. Table 1) into ourdmprogramming model i.e. equation 7, we assignffdrent ot —
values as in figure 1, and obtained the trend &alue

Our data was large for the computer software becthes software was for research purpose and nafmmercial
use. Hence we had to divide the data into two artssolve each separately.

Thus, forc = 0.1, 1 — & = 3.9 and¥ = 38ie.i = 1,....,33. The number of variables BN — 4 = 186

and the number of constraintsI& —3 = 111.

Hence, our linear program becomes
Min{0.1 X328, (U, — V) + 09 EE, (X, + ¥)}
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Subject to
Uu —Vv.+T.=2Z, i=1,...,38

X -V 4T ., 42T, -T,=0i=1,...36
T:-_T:'_-l “_{G,l = l_.;ﬁ?

U, V,T, = 0,i=1,...,38
—X;'JF;'E g,i=1,....36

Solving the above linear programming problem with help of LINDO, we estimated the trends. We tksteee
different values oft, i.e.x = 0.1, @« = 0.2, @ = 0.5, andax = 0.9. The graphs of the data and the estimated trends

are in figure 3, 4, 5 and 6 respectively. For nemmalysis of the trend estimation, refer to Aliy(. [6

From the results obtained, we see thatofer 0, the trends estimated are all zeros and ds thactrends plotted on
the graph are all lined up on the x-axis. lor 1, the trend line is fluctuating due to the feswobtained from the
estimated trend, we have some zeros in the validshvis why in the plotted graph, we see the trimel starts as a
straight line and later on goes up and comes dowthd x-axis and so on. Far= 0.9, the estimated trends are almost
similar to those ofi = 1 and as such the graph plotted with the trevis almost the same, see figure 2 and 6.

Fora = 0.1, the values of the estimated trend are alempsal and as such the plotted trend line is amd®rizontal
straight line graph, see figure 3. Fkor 0.2, the plotted graph is similar to thateof 0.1, see figure 4. Far= 0.5, the
trend estimated is increasing though not very tgpike figure 5,

As we can observe from the analysis, for small eslofa the trend approximates a straight line, and wien
increases, it assumes a step-function form.

Conclusion

The main objective of conducting this study is tghtight how to estimate the trend component ofnaetseries
using linear programming approach. We have apphedtechnique to solve a trend problem of the datained from
Kaduna Coca-Cola Company Sales of January 199%ceriteer 2002. Some of the advantages of using twemethod
include:

1. The trend estimation problem is reduced to a mdeelinear program with the number of variables and
constraints increasing linearly according to thegté of the time series data.

2. The objective function is a tradeoff which balanbesveen smoothness and fidelity so it does nogdblely to
one of the properties.

3. The linear programming solution provides a unigagnition of the trend component.

4. Because of the recent developments, there are somputer software packages available that can lpgoged
to solve linear programming problems. This methbesiimating trend by LP is simpler, more accurae faster in
terms of trend estimate of monotone time seriea.dat

5. With this new procedure, one can solve many problaithin a short period of time unlike the otherthmels
such as moving average, freehand method, methtshsif squares and so on, which are tedious andsi@my in some
cases, see Gupta S.P [7].
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Table 2: The Estimated Trend Of Table 1 Fmr=
000

=
=
L]

1999
JAT™N 0
FEB
MAR
APR
MAY
JUN
JUL
ATUG
SEP
QCT
NOWV
DEC

001

Lo s T e T e B e s s s s T e T

[ T e N e O e s s s s T T o O ¥ )
LI o o N o Y o s o e o R e D I N
Lo o T e T e T e e s s s e T o T e I 0 )

Sales
3

—+—0Orgipal Data Values

“““ —#—=Trenfl Line

Time Period

Figure 1: The Original data “Sales of Coca-Cola @any Kaduna Zone and Estimated trend
for & = 0” (January, 1999 — December 2002).
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Table 3: The Estimated Trend Of Table 1 Fora = 1

1599 2000 2001 2002

JAN 421576 421516 421516 411316
FEB 411316 421516 421516 411316
MAR 411316 421516 421516 411316
APR 411516 421516 421516 411516
MAY 421516 421516 421516 421516
JUN 421815 421815 481015 481015
JUL 481015 481015 546061 546061
AUG 555402 555402 414465 414465
SEP 414465 414465 414465 414463
OCT 414465 456009 0 0

NOV 0 0 0 0

DEC 0 0 0 0

== Original Data Values
== Trend Line

Time Period

Figure 2: The Original data “Sales of Coca-Cola Company Kaduna Zone and
Estimated trend fca = 1" (January, 199—- December 200z
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Table 4: The Estimated Trend Of Table 1 Fora = 0.1

1999 2000 2001 2002
JAN 432749 432749 432749 432749
FEB 432749 432749 432749 432749
MAR 432749 432749 432749 536508
APR 432749 432749 432749 536508
MAY 432749 432749 432749 536508
JUN 432749 432749 432749 536508
JUL 432749 432749 432749 536508
AUG 432749 432749 432749 536508
SEP 432749 432749 432749 536508
OCT 432749 432749 432749 536508
NOV 432749 432749 432749 536508
DEC 432749 432749 432749 536508
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Figure 3: Original data “Sales of Coca-Cola Company Kaduna Zone andtestim
trend fora = 0.1” (January, 1999 — December 2002).
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Table 5: The Estimated Trend Of Table 1 Form = 0.2

1999 2000 2001 2002
JAN 421815 421815 429860.7 453997.6
FEB 421815 421815 431872.1 456009
MAR 421815 421815 433883.5 505699
APR 421815 421815 4358949 505699
MAY 421815 421815 437906.3 505699
JUN 421815 421815 439917.7 505699
JUL 421815 421815 441929.1 505699
AUG 421815 421815 443940.5 505699
SEP 421815 421815 4459519 505699
OCT 421815 423826.4 447963.3 505699
NOV 421815 425837.8 449974.8 505699
DEC 421815 427849.3 451986.2 505699
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Figure 4: Original data “Sales of Coca-Cola Company Kaduna Zone andtestim
trend fora = 0.2 (January 1999 — December 2002).
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Table 6: The Estimated Trend Of Table 1 Fora = 0.5

1999 2000 2001 2002
JAN 421516 421516 441354.4 456009
FEB 421516 421516 446239.3 456009
MAR 421516 421516 451124.2 456009
APR 421516 421516 456009 456009
MAY 421516 421516 456009 456009
JUN 421516 421516 456009 456009
JUL 421516 421516 456009 456009
AUG 421516 421516 456009 456009
SEP 421516 421815 456009 456009
OCT 421516 426699.8 456009 456009
NOV 421516 431584.7 456009 456009
DEC 421516 436469.6 456009 753239
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Figure 5: Original data “Sales of Coca-Cola Compaguna Zone and estimated trend
for @ = 0.5 (January 199- December 2C2).
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Table 7: The Estimated Trend Of Table 1 Forex = 0.9

1999 2000 2001 2002
JAN 421815 421815 421815 421815
FEB 421815 421815 421815 421815
MAR 421815 421815 421815 421815
APR 421815 421815 421815 421815
MAY 421815 421815 421815 421815
JUN 421815 421815 426803 426803
JUL 426803 426803 546061 546061
AUG 546061 S46061 414465 414465
SEP 414465 414465 414465 414465
OCT 414465 456009 0 0
NOWV 0 0 0 0
DEC 0 0 0 0
200000 —#— Original Data Values
=@ Trend Ling
10 40 &0
Time Period

Figure 6: Original data “Sales of Coca-Cola Compaguna Zone and estimated trend
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