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Abstract

This paper focuses on the application of Analytiddtarchy Process (AHP) model in the
context of prioritizing programmer’s productivityni University of Benin, Benin City
Nigeria. This is achieved by evaluating the waywthich the AHP model can be used to
select the best programmer for the purpose of depilg software and meeting the
required time allocated.
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1.0Introduction

The economic and industrial development of anyomatlepends to a great extent, on its productiatsel, which is a
function of sound management practice in the awafaacquisition, utilization, evaluation and displogd human
resources. It is observed in [1] that the acquisjtdevelopment and utilization of Human resouaresalways critical to
the economic development of any nation. Human messuare particularly important because they imibge the
efficiency and effectiveness of the use of othaouveces (i.e. money, material and time). Peoplégdesnd produce
goods and services, control quality, market thedpcts, allocate financial resources and set ovestsditegies and
objectives for the organization. Programming prdivity refers to a variety of software developmessues and
methodologies affecting the quantity and qualityicofle produced by an individual or team. The nedatmportance of
programming productivity has waxed and waned alwitly other industry factors, such as:

The relative costs of manpower versus machine

The size and complexity of the systems being built

Highly publicized projects that suffered from dedayr quality problems

Development of new technologies and methods ingtal@ddress productivity issues

Quality management techniques and standards

A need for greater programmer productivity was ittmpetus for categorical shifts in programming pégets. The
evaluation of IT professionals, based on non-qtetnte consideration (as analysis capabilities)ystaxperience, etc.)
can be done by prioritization, which is the statdeing first in position. This will help the judgnt of management in
selecting the right person for the job, as stre¢sedaylor [2]. Many factors, such as the use &f sbftware tools and

methodologies, affect programmer productivity. Hoamre one of the biggest differences in software ettgyment
performance is between individuals. As early asBl®@omparison of experienced professional programsnvorking on
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the same programming task found a ratio, in one,aafs1:25 between the shortest and longest tinbede the program
and, more significantly perhaps, of 1:28 for theetitaken to debug it [3].

Chauncey [3] found that the most important influemn programmer productivity seemed to be expegieHowever,
one of the key skills required of a project managehe ability to produce software developmentgeb If the wrong
team members are selected, then the user’s recgitewill not be satisfied, the software will be ideted late and
thereby causing failure. Selection of an appropriatman resource requires consideration of a nuofb@iteria such as
type of application, experience, technical requ&amtime etc. A project manager needs to choaséekt one in a set of
competing alternatives that are evaluated undeflictimg criteria. This paper illustrates the aigpbility of using the
AHP for selecting the best programmer during anfgjwsye development project in University of BenBenin City,
Nigeria. Section two provides an overview of thedtetical concept behind AHP model. In sectionehemn illustrative
application of AHP model in selecting the best pamgmer is discussed. The paper will conclude wimes final
remarks on the suitability of using the AHP for g@@mmer’s prioritization problem.

2.0 MATERIALS AND METHODS

The Analytic Hierarchy Process (AHP) was develofredhe early 1970's by Thomas Saaty to solve priaiion
problems. Saaty claims that the AHP serves as raefrark for people to structure their own problemsl @rovide
judgments based on knowledge, reasons or feelmgkerive a set or priorities considered as an aptigolution to a
decision problem [4, 5].

AHP is one of the best-known decisions making psede help people into hard task of making the testsions out of
set of possible options. Therefore AHP is consideae multi-criteria decision-making process thatabaks both
gualitative and quantitative aspects. AHP is aatdesand powerful decision support tool that altotive user to design a
hierarchical structure for decision making and \w&sgthe trade-offs between decision criteria andrigtives [6]. A
major strength of the AHP the pairwise comparisowhich the influence of elements of a particutasel over those of a
lower level is measured. In pairwise comparisorsheaiterion is compared one pair at a time in otdeconstruct a
matrix of those comparisons. Because two elemeintheosame level are compared at any given tima particular
element at a higher level, this method simplifiee process to a large extent. [7]. A ratio of retaimportance is
assigned to each paired comparison, usually acutdisaaty linear nine-point scale namély'/s'/+. ... .., 7, 8, 9 [4].
The stages of the AHP model are as follows:

First, AHP is PROCESSS:the process requires elucidating personal crigarghevaluating the relative importance of
each criterion and then determine how the alteraatachieve each of the criteria.

Second, AHP organizes the decision into a HIERARCHYof criteria and alternatives: the criteria are organized
according to perceived logical and natural groapsrprove the clarity and usability of the modetian create properly
proportional subcategories that ensure all importaiteria are accounted for and receive the propeight in the
decision.

Third, AHP is ANALYTIC: it uses comparisons to help the user express tleeiped relative importance of every
criterion against every other criterion within edubrarchical group to establish the proportionaight each criterion
should receive in the decision and it uses theivelimportance of each group to establish growggghted importance.
For the purpose of our study, the following fiverst will be adopted.
Step 1: Identify all the decision variables (i.e. factoos fneasuring programmer productivity).
Step 2: Develop the hierarchy of criteria for prioritizatio
Step 3: Establish a priority model by identifying the rél&t importance of criteria through pairwise

comparison.
Step 4: Assess the value of each criteria for each teaetseh factor.
Step 5: Determine priority order while also consideringetimportance factors. Obviously, the highest

priority professional is the best choice for tbéware development project.

To illustrate the algorithm and avoid any ambiguftst may exist in the explanation, a case studpffioritizing
programmer productivity is demonstrated using TEbgpammers in University of Benin Computer Centepar expert
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evaluator. Suppose three well qualified and expedd programmers are to be chosen for a softwardajEment project
from the Ten programmers (P1 to P10). A set of twene (21) attributes called cost drivers thataesidered to
contribute to productivity and as a consequena®$d, is used in order to extract useful pattehesk attributes are
based on the analysis provided by [8].

Step 1:Identify the variables in the decision procesaggxpert's opinion. The following variables wedentified in
programmer productivity prioritization.

RELY: Required software reliability (A)

DATA: Database Size (B)

CPLX: Product Complexity (C)

TIME : Constraints in the executive time (D)

STOR: Constraints in Min Memory (E)

VIRT: Availability of Virtual Machine (F)

TURN: Service Cycle Duration (G)

ACAP: Analysts Capabilities (H)

AEXP: Analysts Experience (1)

PCAP: Programmers Capabilities (J)

VEXP: Virtual Machine Experience (K)

LEXP: Language Experience (L)

CONT: Personnel’s Continuity (M)

RVOL : Requirement’s Volatility (N)

TOOL: Tool Experience (O)

MODP: Use of Modern Program Practice (P)

SCED: Time Schedule (Q)

LANG: Program Language Used (R)

AT: Application Type (S)

PLAT: Platform on which project was developed (T)

MODE: Software Development Mode (U)
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Step2 Develop the hierarchy of criteria for prioritizat. This is shown in Figure 1.

Level 1 Level 2 Level 3 Sub-Criteria
DATA

Product attribute RELY

—— CPLX

ACAP

——— AEXP
—— PCAP

Personnel Attribute

I VEXP
—— LEXP

Project

MODE

———  SCED

Project attribute

——— LANG
———  CONT
——— MODE
——— RVOL
——— TOOL
———  PLAT
— AT

—— TIME
Computer attribute

—— STOR

—— VIRT

—— TURN

Figure 1: AHP Model for Prioritizing Programmer Productivity
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Step 3: A pairwise comparison (PWC) matrix is constructedthe relative importance of these factors. Thignerated
by getting expert judgments on factor importandee $cale of absolute values in Figure 2 is usexkpoess judgment in
making paired comparison.

l{qual Weak | Moderaqe Stron% Extrem+

1| 2 . ,3 4 ImportaRce 6 Impor?ance |8 Importagnce
mportance | |

Figure 2: Scale of Absolute values
If for example two variables X and Y are being cemgu and both are of equal importance, then thagraif the
comparison is 1. If X is likely more important thah then rating of the comparison is 3. The val@gg6,8 represent
intermediate judgments used to facilitate comprenistween slightly deferring judgments.
Associated with these values are their reciprotmlshow the converse of the relative importance. &@ample if the
relative importance of X to Y is 7, then the tiela importance of Y to X is 1/7. Table 1 preseatganscript of the
pairwise comparison matrix for the programmer puatiity measure.
Step 4 The eigenvalues and eigenvectors are then deaisddllows:
Obtain the column sum for each column
Divide the elements of the pairwise comparison ixdy their corresponding column sums to obtaindlgenvalues.
Obtain the relative weight of each factor with mspto its controlling factor (eigenvector) by tagithe average of the
elements the corresponding rows.
Table 2 presents the eigenvalues and eigenvecthied®WC matrix. A computer program is written gsWisual Basic
to aid in computing the eigenvalues and eigenveamtoe the PWC matrix has been determined.
The eignvector is used to derive a new selectiotofandex, which is given by applying equation. (1)

SFI = 0.145A+0.124B+0.109C+0.79D+...+0.013U  .........ccevviinne e (D)
Step5 Assess each available decision alternative (arogner productivity) based on the variables. Tab&h@ws the
alternative decision-rating matrix.
Table 4 show the qualitative scaling mechanism tseawnvert the linguistic judgment to numberingdand the results
are listed in Table 5.

Table 4: Qualitative Scaling Mechanism

High=1 Moderate = 0.65 Low =0.33 None =0

Multiply the quantified assessments by the eigetoreaf the respective variables and find the sura hasis for ranking
the selection. Thus the final rating is given bplgmg equation (2)

n
W=y e )
i j=1

where

W, = weighted rating of decisions alternative i

R; = rating of decision alternative i on variable j
E = eigenvector of variable |
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3.0  Results And Discussion

Table 5 shows that programmer (P8) emerged thetiranking (SFSI = 0.8704). In other words, pagmer 8 must be
considered first in the selection process. Forst ppgrammers team selection, the first threeqarogrers ranking 1,2,3
(P8, P4, P1) would be considered.

Some areas in which the AHP has been successfuiploged include resource allocation, forecastimgalt quality
management, business process re-engineering,yofuadittion deployment, and the balanced scorecrdlQ].

Table 5: Final Evaluation and Ranking

Decision alternative Rating Rank
P1 0.6202 3
P2 0.6182 4
P3 0.4815 8
P4 0.7983 2
P5 0.5711 5
P6 0.4605 6
P7 0.5138 7
P8 0.8704 1
P9 0.4354 10
P10 0.45235 6

4.0 Conclusion

Without prioritizing programmer productivity, thergblem of improving the productivity of software w@dopment
project which is the greatest challenge the compuindustry faces in this decade will be far froatved. The main
purpose of this paper is the introduction of a mdthased on AHP to solve the problem of prioritizof alternatives in
the Software Programmer Productivity process.ldivd software Project Managers to compare factgstesatically.
The Analytic Hierarchy Process is a proven, valeatid versatile decision support tool that softvesrgineers, software
project managers and specialists should consideg us improve the analysis, organization and impatation of
important decision. When properly designed andiagpAHP methodology can help to elicit the releveriteria, assess
each criteria relative importance to the decistrantify the inevitable inherently conflicting texdffs, and structure and
document the evaluation of alternatives. The regpkcores allow relative comparison of the altéves.

The proposed method will benefit software develsprrchoosing a better team for their developmetivides. It will
prioritize the process and improve the chancesadyxing a successful software product.
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