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Abstract

The Fishers-Yates algorithm has remained the mosidely used statistical
approach that involves the use of sum of squarest@fatments or blocks in the
determination of mean square errors (MSESs) needfat the computation of F-statistic
prior to the decision making based on the acceptanor rejection of the null
hypothesis. A review of literature on design of exjpnents shows a trend away from
uncritical acceptance of the approach, thus confimng that sustained effort is being
made to develop a new method. As part of this éfftris paper attempts to develop a
novel approach for determining the MSEs in designedperiment. Using the new
method, the combination of controllable variablebat optimized most the surface
finish of machined workpiece materials was deterrath with Kronecker product
analysis which was enhanced by the use of MATLABta@are package. The response

value for the surface roughnes obtained from the model developed was

ijkimn »
1.5368pum. Residual analysis carried out indicatést the model output was adequate.
The analytical method explored can be used to depeh statistical software package
that will be helpful in the computation of sums afquares of observation as well as
make decision on the null hypothesis without recearto Fisher's table.

Keywords: Kronecker product, Sum of Squares, Mean sum ofregu@®ptimization

1.0 Introduction

The surface textures of locally machined produetgehto be of good quality in order to compete fambly with
imported ones. Achievement of this quality leves mamained a challenge to local machinist in deyalp countries
particularly Nigeria. The most cost-beneficial afsting statistical methods used in industry foalify and productivity
improvement is statistical design of experimelits The machining operation is a production procesghvgenerates
output subject to certain controllable variablelse3e variables are pre-selected by the machirsstban experience and
operating standard of the machining company. Theapiate selection of these controllable varialidea major factor
that determines the degree of surface finish ofrtlaehined workpiece. The traditional approach imvig the use of
Yate's algorithm in conjunction with Fisher’s ratio making decision in analysis of variance ares@me cases, very
computationally demanding and complicated. Theiticathl approach works very well when the probleemly solved is
well behaved. However, under certain situationshsas nested design involving several treatments tdocks, the
traditional approach fails to be very effectivesrtby calling for a better approach.

The Kronecker product proposed in the current stugy a more intuitive appeal in the sense thataite®s use of
matrix algebra to achieve linear transformatiorexfierimental observations thereby lending compartati expediency,
possibly through the use of software. In this rdganinimization of errors in the measurement opoese variables is
more readily achieved. These attributes combimaake this novel approach very attractive and usendly.

A selective review of relevant work on design opesiment (DoE) is contained {2]. The review made tangential
reference to the seminal work done by Fisher whiak improved upon [B8] and late{4]. Many studies had focused on
the optimization of design to achieve the desiresponse. For examplg;] examined some statistical properties of
designed experiment. The author explained thatgdesibustness is pursued when the errors in ceféaitor levels
cannot be measured. Furthg] applied design of experiment to optimize modedd #stimate reservoir of hydrocarbon
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volume. Also[7] proposed the use of design keys in dealing withfoHowing:
® identifying treatment effect with particulalop;
(i) contrasting factorial experiment;
(iii) constructing design.

They also proposed development of blocked strudarreymmetric and asymmetric designs.

Moreover, [8] researched the use of simulation techniques imashg computational efforts required to obtain
desired statistical decision for contemplated stigil estimators that can deal with asymptotidarare and asymptotic
bias.

It is instructive to note that a new approach fealthg with designed experiment has been studiesklgral authors.
For instance[9] employed tensor product space ANOVA models to deitth the course dimensionality in high-
dimensional nonparametric problems that are abtajpture interaction of order. They also examineshyrproperties of
the tensor product space of Sobolev-Hilbert spagks, [10] had proposed the use of Kronecker product in ANOVA
The paper noted thft 1] was the first paper to look into the use of Krdwmgoroduct in analysis of variance, and that
thereaftef12], and[13] followed up the issue. Moreovdd,4] studied orthogonality in factorial designs. Theplained
that orthogonality means that all the level combiara of any two factors occur equally often. Thexahed on the
standard criterion for optimal factorial designttibkan engender minimum aberration as proposgih]n Other works
that deal with Kronecker product algorithm incljit€], and17]. Finally, [18] carried out a comprehensive study of the
frictional chatter occurring during metal cuttingppesses. They found out that some of the bifuwnadiagrams cannot
be classified into standard route to chaos, ndtiagcrisis type transition to chaos is dominating.

Although the work on experimental design is pleritiin DoE literature, little had been devoted te thse of
Kronecker product especially in minimizing surfameighness of machined workpiece materials. Thiskwberefore
seeks to employ Kronecker product in determining gum of squares of sources of variation. The wado
demonstrates the use of Kronecker product in @staby hypothesis. Our results indicate that théhoe advocated can
do away with the use of Yates algorithm that ineslgreat computational efforts in some cases.

2.0 Materials and Methods

Four types of workpiece materials namely, aluminigopper, mild steel and stainless steel, were madtusing a
centre lathe machine with standardized processess as shown ifablel.
Table 1: Process Parameters

Process Parameters Low High

Rake Angle 16 60’

Speed 140 rev/min 210 rev/min

Feed Rate 0.04 mm/sec 0.12 mm/sec

Depth of Cut (DoC) 0.05 mm 0.25 mm
Source]19]

The experimental design data were obtained by UBRI00 Surface Roughness Tester to measure treceundughness
of the workpiece materials after the machining apen. The full factorial design matrix was deveddpbased on"2
array where n is the number of controllable factdige total runs carried out for each workpieceamal are sixteen (16)
indicating 2. The four controllable factors were taken at tviffedent levels. The design matrix for HSS cuttiogl is
shown in Figure 1 and similar layouts were usedHerother three cutting tools namely, ceramichicker and cobalt.
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Fig.1: Design Matrix for HSS Cutting Tool
The cutting tool type was taken as the treatmerifevthe workpiece material was taken as the bldtle matrix in Fig 1
was reduced to the form shown in Table 2.

Table 2: Design matrix for Blocked Design

Tool Type HSS Ceramic Carbide Cobalt
Workpiece j=1 j=2 j=3 j=4
Alumini i=1 e e e v
uminium. 1 X Xis.. Xia... Xia..
C i=2 e v X v
Opper. | Xor. Xo.. Xos... Xoa...
Mild Steel, i =3 Xar. Xao.. Xas... X34
Stainless Steel, i=4 X Xsa.. X Xaa.
3.0  Analytical Computations
Computation of Basic Sum of Squares
The data matrix of the design matrix for the blatklesign is depicted in Table 3.
Table 3: Blocked Design Data Matrix
Tool Type HSS Ceramic Carbide Cobalt
=1 =2 =3 =4
Workpiece
Aluminium, i=1 0.89 1.06 0.97 1.00
Copper, i=2 1.03 1.25 0.99 1.22
Mild Steel, i =3 0.96 1.24 0.96 0.93
Stainless Steel, i=4 | 0.97 1.25 1.15 0.93
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The computation of the elements of the first basim of squares using

r C
Z Xijz =Y'[I, O1.]Y, is shown in equations (1), (2), (3), (4).and (5).
=

1)

ORPNOOONONONOOWO®
GOINWoOPONOITTWO DO

)

Y'=[o® 106 097 100 103 125 09 122 0% 1086 0% 0% 1% 115 ¢ (2

100 0
0100
Ir: (3)
0010

0001]

1 0 0 O]
0100
I, = (4)
0010

0001]
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Equation (6) shows the computed value of the Bestic sum of squares. The observations in Tablerg atacked row-
wise to form a column matrix, Y, shown in equat{@hand the transpose of this matrix is shown eqogp).

Y1, O01.]Y = 17.8850 (6)
The computation of the elements of the second Isasicof squares, which is the sum of squares fostent
I C
using—1— = (ro)™ Z Xij =Y'[(rc)™J, O0J_]Y, is shown in equations (1), (2), (7), (8).and (9).
re i=1 ]=1
[1111]
1111
J = (7
1111
11111
(1111
1111
J. = 8
1111
111117
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Equation (10) shows the co;nputed value of secosit lsam of équares.

Y'[(ro)™J, O J.]Y = (4x4y'(282.24)  =17.625 (10)

The computation of the elements of the third basit of squares using
I C

D2OXE

2
L S clzi; X, } =Y"[(c™I, OJ_]Y is shown in equations (1), (2), (3), (8).and (11).
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Equation (12) shows the

[w]

omputed value of the sbasic sum of squares.

Y'[(c™HI, OJ]Y= (4y70.7446) = 17.686 (12)

Journal of the Nigerian Association of Mathematic&thysics Volume0 (March, 2012) 399 — 412

404



Kronecker Product Analytical Approach to ANOVA... Igboanugo and OnifadeJ of NAMP

4.0 Computation of Final Basic Sum of Squares
The computation of the elements of the final basim of squares using

=1 ,-:1 =r 12[Zx } =YT[(r™J, O1_]Y is shown in equations (1), (2), (3), (8).and (13).
j=1

100010001 000212000
01 00010001 000100
0010001000121 00010
0001 000100010001
1000100010001 000
01 00010001 000100
001 0001000100010
_|0001 000100010001
o=l 000100010001 00
01 00010001 000100
0010001000121 00010
0001 000100010001
1 0001000100010 0(
01 00010001 000100

001 0001000100010 (13)
1000100010001 0001
Equation (14) shows the computed value of the fi@aic sum of squares.

YT[(r™J, O1.]Y = (4y(71.0738) = 17.7645 (14)

The computational result using traditional splitdum of squares approach gave a value of 27 $@gainst 17.7645
obtained with the proposed Kronecker product.

5.0 Data Analysis for the One-Way ANOVA

The data matrix in Table 3 was analysed withouts@®ring any interaction effect between cuttingl types
and workpiece materials. The cutting tool type waen as the treatment and the workpiece mateamleplications
under various cutting tool types. This analysis wesnt to determine the existence of variatiomédutting tool type at
various levels. The Sum of Square of TreatmentHerobserved data is obtained by the expressiowrsio equation

(14), which is the difference betwee'[(c™)I, 0 J]Y = (4)'70.7446) = 17.686, equations (12), and
-1 _ . _ . . .
Y'[(rc)™J, O JC]Y = (4x4)%(282.24) = 17.625, equation (10), and is fully egsed in

2
I Cc
3%, a0 S5 %, | Ve, v -viie 15,031
i=1| j=1 i=1j=1
Sum of Square of Treatment¥[(c™) 1, O J.]Y-Y'[(r9)™J, O J]Y (14)

=17.686 - 17.625 = 0.061

The sum of squares of errors for the observedidathtained with the expression
I

ZZC: Xi2

i=1 j=1
c
of squares as computed and shown in equation (@) stim of squares for mean (g9 is the second basic sum of

{z X, } =YT[(c™)I, OJ_]Y. The left hand side (LHS) of the equation is et basic sum
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r ¢
squares as computed and shown in equation (10xeé&me expressioiz Xizjz = SSheant SSreatmentt SSesiqual WaS
r=1j=1

used to compute the error sum of squares as shoeauiation (25).
SSesigqua= 17.885-17.625-0.06 = 0.2 (15)
The degree of freedom for the various sources B&tian and the resultant mean squares are taludeie presented in
Table 4.
6.0 Data Analysis for Two-Way Blocked Design ANOVA

The data matrix in Table 3 was further analysedcbgsidering the workpiece materials as a block ted
cutting tool types as the treatment. The expredsinthe sum of square for block effect computai®n

2 2 2

r ¢ I Cc C r r C
-1 -1 -1

DEXECIY D XKy | =T D X | +(re)7H D> X | =YT[G OH]Y,

i=1 j=1 =1 ]:1 ]:1 i=1 |:1]:1

SSieck= Y'[G, OH_Y but G =r'J and H=I.-G.. From equations (4) and (7).

1119 (4444
1111 1111
Therefore, G= (4% —| 4444
11114444
111 (3444
1000 [3334| |3 337
0100 |424121212 -13 -1 -1
L O S L A
0010||z%3%%| |77 3 =
oo [1444) (2233

The sum of square for block effect,s5& = Y'[G, O H_]Y was obtained by computing kronecker prod@t[ H ] .

16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 1

16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 |

16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 |

16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 1

[G OH ] — 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 1
r C

16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 1

-1 -1-13 -1-1-13 -1-1-13 -1-1-13 (16)

16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 1
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The value for the sum of squares for block effskawn in equation (17), was obtained using

2 2 2
r c r C C r r
2 _~-1 -1 -1 .
LX< Z Z Xij| -1 Z Z Xij | +(rc) ZZ Xij | =Y'[G, O H_]Y and the detailed
i=1 j=1 i=1{ j=1 =1 =1 i=1j=1
computation was carried out using MATLAB software..
SSock = Y'[Gr U HC]Y= 0.1284 (17)

The sum squares of error for the observed dathtéred with the expression:
shown in S(;}mr=YT[(Ir O1) -, 0G)-(G Ol +(G UG)Y = YT[Hr OH.JY
Kronecker product element of the expression weraprded as shown in equation (18). Accordingly, thkie for the

sum of squares of errors was obtained as showmjuaten (19) and the detailed computation was edrgut using
MATLAB software.

9 83 3-3-31 1 1 -3 1 1 1 -3 1 _1_1
16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 1
2 9 3-31 -31 1 1 -3 1 1 1 =-3_1_1
16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 1
2 39 -31 1 -31 1 -3 1 1 1 1 -3_1
16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 1
2 339 1 1 1 -31 1 1 3 1 1 1 -3
16 16 16 16 16 16 16 16 1616 16 16 16 16 16 16
21 1 1 9 -3-3-3-31 1 1 -3 1 _1 1
16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 1
1 3 1 1 3 9 -3-31 -3 1 1 _1-3_1_1
16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 1
1 1 3 1 3 -39 -3 1 1 -3_1 1 _1-3_1
16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 1
1 1 1 83 33-39 1 1 1 -3 _1 1 1 -3

F{ [] F{ —| 16 16 16 16 & 16 16 16 16 16 16 16 16 16 16 1p

r ¢ S 1 1 1 -3 1 1 1 9 -3 -3-3-3_1 1 _1
16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 1
1 81 1 1 83 1 1 -3 9 -3 -3 _1 -3_1 _1
16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 1
14 1 3 1 1 1 =3 1 -3 -3 9 -3 1 1 -3_1
16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 1
4 1 1 3 1 1 1 3 -3-3-3 9 1 1 _1_-3
16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 1
=1 1 1 3 1 1 1 -3 _1 1 _1 9 -3 -3-3
16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 |
41 31 1 1 =3 1 1 1 -3 _1_1-3 9 =-3_=-3
16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 1
4 1 8 1 1 1 =3 1 1 _1-=3_1-=3 -39 =3
16 16 16 16 16 16 16 16 16 16 166116 16 16 16
14 1 -3 1 1 1 -3 1 1 1-3-3-3-329 (18)
|16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 1

T
SSwor= Y[H, OH_]Y=0.2974 (19)

7.0 Kronecker Product Hypothesis Matrix Construction
The data matrix for the observed experimental dais represented as a 4 x 4 ANOVA by taking the mans of each
cell under various cutting tool types. In this nebathe original data were analysed for varioug@#, namely row,

- : ot gt (ot 1 T )
column and interaction effects. The null hypoth.eéf%l 12 13t T4 21 22 17 2, 24 .
+,L13’1+,U3’2+,u313+,u3‘4— (:u 4,1+:u 4,2+,U 4,5":“ 4)1_ 0

for row effect, for this data matrix, can now badtten as shown in equation (20).
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. 1
H,: (O0D)n =[1111-1-1-1-11111-1-1-11

orRrFroocoRrgirorFPRORFRO
ORPNOOONONONOO WO
WO WoOPRPONOUIWO O ©

=0.89+1.06+ 0.9#4 1.06 (1.08 1.25 099 1.22) 0Ot9®4%*.0.96+ 0.93 (0.9% 1.26 1.35 0.93) 3
(20)

Ry PR e LWL L LY L PR Y AP ,

NSy PR ey YL ey L A | 4,4:0

for column effect for this data matrix, can nowMagtten as shown in equation (30).

The null hypothesis,:

H

0"

(100"
=[1-11-11-11-11-11-11-11

orFrrFroocoRrdrroRrPrRORO
OFRPNOOONONONOOWO
WU WO RONOUIIWO Jo ©

=0.89-1.06+0.97-1.06 1.03-1.25+0.99 1#2 @10924+0.96-0.9%3 0.97-1.25+1.15-083 O
(21)
The null hypothesis for the interaction effecttiattthere are no differential effect and is analyisewhat follows.
H,:0,00,=0
On = [a1. . 3. —a&]
Og=[b1-bob3-b 4
Where [a &. & a;] and [b; -b, b 3-b 4] are the respective row and column sums.
OA l OB =[(0.98)(0.97 -1.20 1.02 -1.02) (-1.12)(0.97 -1202 -1.02) (2.1)(0.97 -1.20 1.02 -1.02) (-1.09{-1.2
1.02 -1.02)]
= [0.9506-1.176+0.9996-0.9996-64081.344-1.1424+1.1424+2.037-2.52+2.142-2.142- 564 296-

1.1016+1.1016]
=-0.4508 (22)
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8.0  Results
The results of data computations carried out aesgited hereunder.
The following hypotheses were employed.

0] Nature of Workpiece Material
(a) H\fv%)rmece: all a; =0, the four types of workpiece specimens, (alumincopper, mild steel

and stainless steel) employed showed no significkfifierential effect under the cutting
conditions adopted.

(b) H\fvlgrmece: all a; =0; surface roughness observed on the workpiegedsaccording to the

strength of material used.
(i) Tool Type

€)] Ht(O?))ltype: all ,BJ. =0; the four tool specimens (HSS, ceramic, carbide cobalt) employed

in the experiment impact similar surface texturdamthe same cutting conditions.

(b) Ht(jg,type: all ,BJ. =0; the four tool specimens exhibit different swef roughness

characteristics under the experimental conditidyseoved.

Results for One-Way ANOVA

The sums of squares, for the various sources ddtiam, are tabulated as in Table 4. The mean sgalad the degree of
freedom and number of independent variables, wee@mputed. The decisions on the null hypothfesishe various
sources of variations were also established.

Table 4. One-Way ANOVA Table for Surface RoughnessfdMachined Workpiece
Sources of | Sums of | Degrees | Mean of | Fy = Fiap (at Decision R (at Decision
Variation Squares | of Squares | MSyiation a =0.05) a =0.01)
(SS) Freedom | = _Sss_ MSxror

(DOF) DoF
Treatment | 0.061 (J-1) =4-| 0.02033 | 0.91494 3.86 F<FRa | 6.99 Ra < Rab
(Cutting 1=3 Accept H Accept H
tool Types)
Error 0.2 (I-1) (@3- 0.02222

1)=(4-

1)(4-1) =

9

Results for Two-Way Blocked Design ANOVA

The sums of squares, for the various sources @ditiar are tabulated as in Table 5. The mean susgoéres and the
degree of freedom and number of independent vasabliere also computed. Moreover, the null hypights the
various sources of variations was determined.

Table 5: Two-Way ANOVA Table for Surface RoughnessfdMachined Workpiece

Sources of Sums of | Degrees of | Mean Fea = Fiap (at Decision R (at Decision
Variation Squares | Freedom of MS, ariation a =0.05) a =0.01)
(SS) (DoF) Squares| MSyror
-
DoF
Treatment 0.061 (J-1) =4-1 | 0.02033| 0.0684 3.86 &< Rap | 6.99 Ra < Rab
(Cutting tool =3 Accept Accept
Types) Ho Ho
Block 0.1284 (I-1)=4-1 | 0.0428 | 0.1439 3.86 F<Ra | 6.99 Ra < Rab
(Workpiece =3 Accept Accept
Materials) Ho Ho
Error 0.2 (I-1)(- 0.2974
1)=(4-1)(4-
1)=9
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By this approach, both null hypotheses were acdegt®.01 ani0.05 levels of significance respectively. The int;
is that workpiece material and tool type contribletss in the determination of the final texturenachined workpiece i
relation to other factors.

However, using Kronecker Product Hypothesis Matthe same null hypotheses, including their intecarctivere
rejected. The approach is superior to the Yategrittign because of its use of cell means and omnibaisices that i
more robust. The method is therefore confirmatary more reliable

Our final conclusion therefore is that workpiece materal well as tool type play a significant role in
determination of the surface texture of machinedkpi@ce. These results collaborate with literanesults and

9.0 Final Model Developed

The numerical value for the model was obtained by stilistg the values of overall meap)( sum of squares fc
cutting tool type, sum of squares for the workpiegting tool type interaction and the error suns@fiare:

From equations (14), (17), (19)d the computed value for the overall mean, the migalevalue for the model |
expressed follows:

A

Xijklmn = 1.05 +0.1284+ 0.061 + 0.2974 = 1.536 (23)
10.0 Residual Analysis and Model Checkin
The residual associateditiv the model developed is obtained using, Residu X

N

ik~ Xijurm» @nd the numerical

values are shown in table 6.

Table €: Residuals Associated with the Model

Workpiece Materia | Residuals

Aluminium, i=1 -0.64 | -0.47 | -0.57 | -0.54
Copper, i=. -0.50 | -0.29 | -0.55 | -0.32
Mild Steel, i =t -0.57 [ -0.30 | -0.58 | -0.61
Stainless Steel, i -0.57 | -0.29 | -0.38 | -17.00

The normality plot of the residuals from the suefaoughness experiment is shown in Figure 2. FggBrand 4 presel

the residual plotted against the factor level ofkpiece material and fitted value « X, -

I o 10 1 21

—REEZIDUAL
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|
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Fig. 2: Normality plot of the Residuals
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Fig. 3: Plot of Residual versus Workpiece Material Facteve
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Fig. 4: Plot of Model against Residuals

These plots do not reveal any model inadequacyoswal problem with the assumpti

11.0 Discussion

The kroneckeproduct analytical tool employed in this researobjgrt has facilitated the decomposition of soul
of variance into their contributing components with performing the rigorous Fish-Yates algorithm. The algorith
involves computation of sum of sapes of these various sources of variation. Thiéingutool type was selected as one
the factors that influence the workpiece matesaigace finish. The model was able to state théquéar combination o
these factors that gave rise to certailgree of surface roughness of 1.536um. MATLAB sofawvavas used as
computational aid and this eliminated the rigoratsps involved in matrix algebra, which is one bé tmajor
mathematical theories applied to this research wewkthermore, it was cimed at the beginning that Kronecker proc
analytical technique proposed is a new paradigidbaates the use of complex computations assatiatth the Yate
Algorithm. The research outcomes have justified thaim. Thus the overall aim of the rarch study has been fruitful
achieved.
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12.0 Conclusion

The application of right Kronecker product to fiaokl experimental design of surface roughness tlas been
established in this study. This analytical methgdl@red can be used to develop a statistical soévackage that will
be helpful in the computation of sums of squarelifervations as well as take decision on the nydbthesis without
comparing the values in Fisher’s table with the pated values.
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