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Abstract

A dationary bivariate minification process with bivariate Marshall-Olkin
exponential distribution that was earlier studied by Mirodav et al [15]is in this paper
extended to multivariate minification process with multivariate Marshall and Olkin
exponential distribution as its stationary marginal distribution. The innovation and the

joint  distributions  of random  vectors (Xr(]l) ) Xr(]z) ) ...,Xr(]k)) and
(X,(]l_)j,Xr(f)j,...,Xr(]'i)j), j > O,are presented. The autocovariance and the

autocorrelation matrices are developed. Lastly, the unknown parameters are estimated
and their asymptotic properties are also investigated in this research work.

Keywords: Ergodic; Estimation; Minification process; Multivate Marshall and Olkin Exponential Distribution;
uniformly mixing.

1.0 Introduction

Minification process can be of several orders. Aifitation process of the first order is given by
X,=Rmin(X,,,6,), n=z1, where R>1 gng {€,,n21}, is
an innovation process of independent and idenyichiditributed random variables.

According to [1],2 first order autoregressive minification process be defined as a sequence having the general
kX, with probability P

structure x =
" |kmin(X,,.0,) with probability 1- P

Where{Dn} is an innovation process of independent and idelidistributed random variables chosen to ensure

that{ Xn} is a stationary Markov process with a specifiedgimal distribution functionF, (X )

Another form of minification process is the onehstructure
% = kO, with probability P
" lkmin(X,,,0,) with probability 1- P.

Similarly, [2] defined first order autoregressivenification process model of random vect{réxn,Yn )} with

Marshall and Olkin bivariate semi-Pareto distribatas
U, with probability p
min(X U ) with probability 1- p

n-17 n

X =

n

v = V, with probability p
" |min(Y,,.v,)  with probability 1- p

Where{ (Un YA )} are innovations, which are independen{ (JKn_k,Yn_k )} for k=1,2,...,n.
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Several authors have introduced minification preesswith given marginal distribution. Minificatiggrocess with
exponential marginal distribution was earlier pregsd by [3]. Minification process with Weibull mangl distribution
was introduced by [4]. Pareto minification process studied by [5]. Also, [6] presented a logistimification process.
Semi-Pareto minification processes were introdusadl studied [7] and [8]. Recently, [9] consideredhe properties of
the semi-Pareto minification process of [7] andnested the unknown parameters of the model. Alspintroduced the

minification process with marginal distribution fttion F (X) .Some bivariate and multivariate minification proses

were studied by [10], [11], [12], [2] and [13]. Bisiate exponential distribution was presented b4§] Mith survival
function

P(X S XY > y) — e—/hx—/lzy_/]lZmaX(X,Y), X,y >0, with A, >04,> 0and A,> 0
The random variables are constructed such tatand Y are dependent exponentially distributed random

variables with parameterd, + A ,and A, + A,,, respectively.
Recently, [15] presented a stationary bivariateifination process with Marshall and Olkin exponahtistribution.
The innovation and joint distributions of randonciges (men) were also presented in that paper. Autocovariance

and autocorrelation matrices were also developetknbwn parameters in the model were estimated agthgtotic
properties of the estimated parameters were als&siigated.

In this paper, we consider a stationary multadgriminification process with Marshall and Olkin Itivariate
exponential distribution as an extension of bivriainification process with Marshall and Olkin exgntial distribution
earlier presented by [15]. Marshall and Olkin nudtiate exponential distribution, denoted by

MVE(/\i ,/\ij), i=12,..n and j= 1,2,..k has the survival function in the form

DAY D Ay max( X )

P(XY>x, X7 >x,,..x1 >x)=e" J#jx>000 with A and A

positive.

The random vectors are designed such tl{a)( i(l), X i(z), X i(s),...,X i(k) = l} are dependent
exponentially distributed random vectors with pagtars
A+ Ay, i1 =42,...n, j=1,2,..k and i # |

This paper is organized as follows.
In section 2, the process and its properties amsidered. Autocovariance and autocorrelation medriare
introduced and studied in section 3. In sectiomm@known parameters are estimated and its asympiatigerties are
presented and discussed. Section 5 gives the ciolaf the entire paper.

2.0 Process and its Properties
In this section, we consider a stationary multiagi minification process with multivariate Marshahd Olkin

exponential distributionMVE(/]i,Aij), i=42,.nand j=12.k
This process is given by

Xr(11) — Rmin(X,Ef)l,Xﬁ)lv--’Xrgﬁ)l ﬁnl)
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Zn:("i +4)

where A, >0, i and /1” >0, O and |, R="‘1n—, j=1,2,...k The sequence
YA,

{(é“nl, Enon ...,£nk) nz Z} is independently and identically distributed randegators. Also, the random vectors
(x(l) X (2

m? m 1t

Xr(nk)) and (E £, £, )are independent fom < n.

nl?®n27"""1%"nk

The random vecto(é‘nl, 5”2) has the bivariate Marshall and Olkin exponentiatrdiution

and ¢, . f(c) and f(c,)

BVE (4,R,A,R,A,R - 1) The marginal distributions of random variabf%!é
1" 72 7012 '
respectively, WhereCl (Al /]12)R A and C. (/]2 /112)R A.

E 1 €y ). L . S
random vectorg ni’=n2 nk)|s the multivariate Marshall and Olkin exponendatribution

MVE (AR AR,... AR A, R-4)
f(c), i=123,..n

Following this, the innovation distribution of

" The marginal distribution of random variabl‘(ge's1L 1€n2y i are

respectivelywher& =(Ai +AiJ)R_/]’ =120 j=12.ki#]

From the above information, we obtain the jointvéeal function of random vector{ X,El), X,(f) , ...,Xr(]k))

and
(xﬁl_)j,ng)i ,...,Xr(]'f)j) , J > 0. We denote joint survival function r{er(]l), Xr(lz),...,X,(]k)) g
an
T (xl,xz,...,xn’ X, R): P(xr(ll) > %, X0 > % X® s W >Xn) o (e 2):Thejoint
survival functionTj (Xl, Xyy e X, ,X} ,X*2 ,xn R) , ] 2 Jcan be obtained recursively as
o F(max(%j TS xl) ,...,ma(%j o xn))- F(x % .X,)
T (Xl'XZ""’Xn Xi Xp Xy R) = — . " — "
Fmax( o) mak &)

:Tl(x1, Xy eenn Xy Xy Xy peen X RJ.) .
It is clear that the joint distribution and profes of the random vector

(x W x @ X x @ x@ | x n(5)j ) can be obtained from the joint distribution andparties of the random

vector (x @, x ), .., x 9, x ¥, ,x 2. x ) by replacingR with R..

3.0 Autocovariance and Autocorrelation
The autocovariance structure of the multivariate rgflall and Olkin exponential minification process

{(Xn(l), X@ L x® ns 0)} is given by
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(i)- '
cov( nlj) co»(x ) co»(Xr(,k) Xr(ﬁ)j)_

To derive the autocovariance maﬂFn( j) , it is enough to obtain the autocovariance mzﬁlﬁi).

To compute the momerE[Xr(ll)Xr(i)l] ,We consider the conditional expectation

X @)
E| " . From the definition of the process

{(X,gl), X,(f) , ...,X,Ek) ,n= Ca} , we have the conditional distribution fc)(r(f) given

X =%, X2 =%, XY = %, as

oz
pl X, <2 . zZ<Rmin(x %, ,..%)
XY =%, X =%, X8 =x [ R
T T et 1, z=Rmin(x X,,..%)

Note that this is not an absolute continuous distidn, since the probability

; X = Rmin( X%, x, .. x1)
X =%, X2 =%, X, = %,

= P{e >min (X, X,,...% )} = Gramin(n .. )
negative. The conditional expectation is egiv by

X
E
ot

Rmin(x;, xz,...,xk)

% j ze* dz+Rm|n(x1,X2,___,Xk)e—clmin(xl,xz,___xk)
0

— B(l_ e—qmin(xl,xz,...,xk)) .
G
From the above, we have
x®, x(@

—c min Lox )
E[X(l)X,(]f)l]ng{X@ (1— X X x”‘l)ﬂ (3.9)

n

The following lemma leads tE[Xr(]l) Xr(i)l] .
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Lemma 3.1; Let (X(l), x , ...,X(k)) be a random vector with multivariate Marshall argi®exponential
distribution. Let U, = X(i), i=12,...k and V = mir(X(i)) 1= 12,.k Then the random vector
(Ui ,V) has the survival function

P(U, >x,U, > X, U > X V> min(X, X, ,...%))

— e_(/]i Ay ) max(x Xg oK) A

and P(U, =v)=%, Oi and j.

Proof: From the definiton of the random variablesU, and V, we have

P(U,>x,U,>x,,..U >x V> min(xl,xz,...xk)): P(X("’l) > magx %, ,.x ) XY >Xk)

e‘ i max(% Xp %)= A % ~A12 ma(< mafex; X %) Xk) — e‘(/]1+/‘12)ma><(><19<2’---Xk)_/lﬁ‘k

and P(U1:V):P(X ) A +/]12
) (k)
Letting U, = X“ , and V= mln(X -1 X”‘l) in (3.1) and using this lemma, we have

E[XPX,@J—EE[ (1-e)]

:g /1 1+ A J. J. (1 € Clv)e el Md\/du +2(/11+/112)'|’0°°U1(1_e—qu1)e—mldul

- R+
R(A+4,)"
From this result,COV(X,El) ,X,(f_)l) = ;2 »similarly, COV(X,@ ,Xﬁ_)l) = ;2 - Using
R(A, +4,,) R(A, +4)
2 O )= 1 . .
the same argumenG,OV( X, ,Xn_l) = — 7 and so on. Thus, the autocovariance matrix
R(A, +4,,)
r (1) is given as:
[ 1 1 1 i
(/‘1 +/]12)2 (/]1'*'/]12)2 (/] 1+/] 12)2
1 1 1

(A+hs) (A*tAn) (A4

1 1 1
(A+A) (A+Aw)” (A+Aw)
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If we replaceR by R; inT'(1), we have antocovariance matfig) as

[ 1 1 1 ]
(A*As)" (A+Ay) (A1)
1 1 1
-2 G TRy G|
1 1 1
_(/]k "'/]12)2 (/]k "'/]12)2 (/]k +/]12)2_

Now, let us discuss the autocorrelation structd@imawtivariance minification process with multivatée Marshall and
Olkin exponential distribution. We define the awtoelation matrix by

_corr(Xﬁl),X,El_)j) corr(xrfl) ,Xﬁf)j) ccrr(XﬁJ) X,Eﬁ)j)_
H (i) = corr(X,Ez),X,Ef)j) corr(ng) ,XS_Z)J-) ccrr(Xﬁz) Xﬁﬁ)j)
_corr(Xék),Xél_)j) corr(xrfk) ,Xéf)j) ccrr(X,Sk) X,S‘f)j)

After simplification, we have

l /12 +A12 /1k +A12_
Al + /112 /11 + AlZ
/11 + AlZ /1k + /]12
N_l|57—/— 1 -
H(J):_ A+ A, Ayt A,
R;
/11 + AlZ /1 2 + AlZ 1
Ac+A, A+, |
The autocorrelation matrix H(1), can be obtaibgdeplacing R(j) with R(1). Hence,
i 1 A2+A12 Ak +A12_
/]l + /]12 /]1 + /] 12
/]l + /]12 /]k + /112
1 1 -
H(1):E A, + A, A+ Ay,
Al + AlZ A 2 + A 12 1
_/]k+/]12 /]k+/]12

Note that: 0< corr(Xr(f),X;_l)s 1,1=12.3,..k

4.0 Estimation of the Parameters

In this section, we will estimate the unknown pagters
R, A, A,,..., A, and A,,.

From [11], [13] and [15], we can see that multivariate rdatfon process is ergodic and uniformly mixing. Now, let

L l)}

0 be a sample of size N. First, we estimate
2

N-1"

{(xé”,xé”,...,xé”),(x§1>,x§2> LX) (X2 x
the parameter R. The estimate of R is given by
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.This estimate is strongly consistent estimate and is natgsyically

. Xt
N = Max
1snsN-1 mln(x() X,ﬂz)l,...,X,Ef)l)

normal. Similarly, we can use the estimate
X2
1<n<N-1 min(X XX

as another strongly consistent estimator of R. Followiegsame
)

argument, we can have k- different estimators of R.
All the estimators can be used in practical situation, sinceubesalues of the parameters can be obtained for small N.

For the estimation of the remaining parameters we usstineates

IR IR 3D

Since multlvarlate m|n|f|cat|on process with multlvarlate Marshatl Olkin exponential distribution is ergodic, it

follows that the estimates 0 —(2) \ are strongly consistent estimates of the parameters

X0 XN XN
1
ﬁ, m=12,. Kk
m + 12 respectively.
Now, we consider the asymptotic properties of the estinpateineters. As the multivariate minification process is
F—q) -
XN = /]1+/112
Py ——
stationary and uniformly mixing a y it follows from [16] that /N A*ha | has
pr(h)<eo, T
- ()
w1
L X N A+
asymptotically multivariate normal distribution aNs
— 00,
So, we can take the estimates of the parameters as the solutions of the system of equations
A Ay and A,
Eva S N
Xn = A+A !
-0 _
Xn' = Aot !
Eva O
XN =53

5.0 Conclusion
From the foregoing, we can conclude that the bivariate minifitgbiemcess with bivariate Marshall and Olkin

exponential distribution as its stationary marginal distibn can be extended to multivariate case. Multivariate
autocovariate and autocorrelation matrices can also be derived aersi@xof bivariate ones earlier presented by [15].
Parameters that are unknown in this research work can be estittessymptotic properties can also be investigated.
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