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A stationary bivariate minification process with bivariate Marshall-Olkin 

exponential distribution that was earlier studied by Miroslav et al [15]is in this paper 
extended to multivariate minification process with multivariate Marshall and Olkin 
exponential distribution as its stationary marginal distribution. The innovation and the 

joint distributions of random vectors ( ) ( ) ( )( )1 2, ,..., k
n n nX X X  and 

( ) ( ) ( )( )1 2, ,..., , 0,k
n j n j n jX X X j− − − > are presented. The autocovariance and the 

autocorrelation matrices are developed. Lastly, the unknown parameters are estimated 
and their asymptotic properties are also investigated in this research work. 

 
 
Keywords: Ergodic; Estimation; Minification process; Multivariate Marshall and Olkin Exponential Distribution; 
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1.0    Introduction 

Minification process can be of several orders. A minification process of the first order is given by 

                           ( )1m in , , 1,n n nX R X nε−= ≥
 
 where   1R >  and  { }, 1 ,n nε ≥ is 

an innovation process of independent and identically distributed random variables. 
  According to [1], a first order autoregressive minification process can be defined as a sequence having the general 

structure  
( )

1

1m in , 1
n

n
n n

kX w ith pro bab ility P
X

k X w ith probab ility P
−

−


=  ∈ −

 

Where { }n∈ is an innovation process of independent and identically distributed random variables chosen to ensure 

that { }nX is a stationary Markov process with a specified marginal distribution function ( ).XF X   

Another form of minification process is the one with structure 

    
( )

1

1m in , 1 .
n

n
n n

k w ith p ro b a b ili ty P
X

k X w ith p ro b a b ility P
−

−

∈
=  ∈ −

 

Similarly, [2] defined first order autoregressive minification process model of random vectors ( ){ },n nX Y  with 

Marshall and Olkin bivariate semi-Pareto distribution as   

( )

( )

1

1

m in , 1

m in , 1

n

n

n n

n

n

n n

U w ith probability p
X

X U w ith probability p

V w ith probability p
Y

Y V w ith probability p

−

−

=  −

=  −

 

where ( ){ },n nU V are innovations, which are independent of ( ){ },n k n kX Y− − for k=1,2,…,n. 
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Several authors have introduced minification processes with given marginal distribution. Minification process with 
exponential marginal distribution was earlier presented by [3]. Minification process with Weibull marginal distribution 
was introduced by [4]. Pareto minification process was studied by [5]. Also, [6] presented a logistic minification process. 
Semi-Pareto minification processes were introduced and studied [7] and [8]. Recently, [9] considered some properties of 
the semi-Pareto minification process of [7] and estimated the unknown parameters of the model. Also, [1] introduced the 

minification process with marginal distribution function ( ).XF x Some bivariate and multivariate minification processes 

were studied by [10], [11], [12], [2] and [13]. Bivariate exponential distribution was presented by [14] with survival 
function  

( ) ( )1 2 12max ,
1 2 12, , , 0, 0, 0 0.x y x yP X x Y y e x y with andλ λ λ λ λ λ− − −> > = > > > >  

The random variables are constructed such that X and Y are dependent exponentially distributed random 

variables with parameters 1 12λ λ+ and 2 12,λ λ+ respectively. 

Recently, [15] presented a stationary bivariate minification process with Marshall and Olkin exponential distribution. 

The innovation and joint distributions of random vectors ( ),n nX Y  were also presented in that paper. Autocovariance 

and autocorrelation matrices were also developed. Unknown parameters in the model were estimated and asymptotic 
properties of the estimated parameters were also investigated. 

  In this paper, we consider a stationary multivariate minification process with Marshall and Olkin multivariate 
exponential distribution as an extension of bivariate minification process with Marshall and Olkin exponential distribution 
earlier presented by [15]. Marshall and Olkin multivariate exponential distribution, denoted by   

( ), , 1,2,..., 1,2,..., ,i ijMVE i n and j kλ λ = = has the survival function in the form  

( ) ( ) ( )( )
( )1 2max , ,...,

1 2
1 2, ,..., , , 0

i i ij n
i i j

x x x x
k

n n n k iP X x X x X x e i j x i
λ λ− −∑ ∑∑

> > > = ≠ > ∀  with i ijandλ λ
positive. 

The random vectors are designed such that ( ) ( ) ( ) ( ){ }1 2 3, , , . . . , , 1k
i i i iX X X X i ≥ are dependent 

exponentially distributed random vectors with parameters 

, 1, 2 , . . . , , 1, 2 , . . . , .i i j i n j k a n d i jλ λ+ = = ≠    

  This paper is organized as follows. 
In section 2, the process and its properties are considered. Autocovariance and autocorrelation matrices are 

introduced and studied in section 3. In section 4, unknown parameters are estimated and its asymptotic properties are 
presented and discussed. Section 5 gives the conclusion of the entire paper.  
 
2.0        Process and its Properties 

In this section, we consider a stationary multivariate minification process with multivariate Marshall and Olkin 

exponential distribution, ( ), , 1, 2,..., 1,2,..., .i ijMVE i n and j kλ λ = =
 

This process is given by 
( ) ( ) ( ) ( )( )
( ) ( ) ( ) ( )( ) ( )

( ) ( ) ( ) ( )( )

1 1 2
1 1 1 1

2 1 2
1 1 1 2

1 2
1 1 1

min , ,..., ,

min , ,..., , 2.1

..........................................................

min , ,..., ,

k
n n n n n

k
n n n n n

k k
n n n n nk

X R X X X

X R X X X

X R X X X

ε

ε

ε

− − −

− − −

− − −

=

=

=
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where 0,i iλ > ∀ and  

( )
1

1

0, , , 1,2,..., .

n

i ij
i

ij n

ij
i

i and j R j k
λ λ

λ
λ

=

=

+
> ∀ = =

∑

∑
 The sequence 

( ){ }1 2, ,..., , 1n n nk nε ε ε ≥ is independently and identically distributed random vectors. Also, the random vectors 

( ) ( ) ( )( )1 2, ,..., k
m m mX X X and ( )1 2, ,...,n n nkε ε ε are independent for .m n<  

 The innovation distribution of random vector ( )1 2,n nε ε
 was developed by [13] and represented by [15]. 

 The random vector ( )1 2,n nε ε
has the bivariate Marshall and Olkin exponential distribution 

( )1 2 12, , .BVE R R Rλ λ λ λ− The marginal distributions of random variables 1 2n nandε ε
 are ( ) ( )1 2f c and f c

, 

respectively, where ( ) ( )1 1 12 2 2 12 .c R and c Rλ λ λ λ λ λ= + − = + −
Following this, the innovation distribution of 

random vectors ( )1 2, ,...,n n nkε ε ε
is the multivariate Marshall and Olkin exponential distribution 

( )1 2 1, ,..., , .n nMVE R R R Rλ λ λ λ λ−
 The marginal distribution of random variables 1 2, ,...,n n nkε ε ε

 are 

( ) , 1,2,3,..., ,if c i n=
 respectively where ( ) , 1,2,... 1,2,..., , .i i ijc R i n j k i jλ λ λ= + − = = ≠

                                                                                                                             

From the above information, we obtain the joint survival function of random vectors  ( ) ( ) ( )( )1 2, ,..., k
n n nX X X

 and 
( ) ( ) ( )( )1 2, ,..., , 0.k
n j n j n jX X X j− − − >

 
 We denote joint survival function of ( ) ( ) ( )( )1 2, ,..., k

n n nX X X
and

( ) ( ) ( )( )1 2, ,..., k
n j n j n jX X X− − −

 
 by  

( ) ( ) ( ) ( ) ( )( ) ( )1 1* * * * *
1 2 1 2 1 1, ,..., , , ,..., , ,..., , ,..., . ... 2.2k k

j n n n n n n j n j nT x x x x x x R P X x X x X x X x− −= > > > >
The joint 

survival function ( )* * *
1 2 1 2, ,..., , , ,..., , , 1,j n nT x x x x x x R j ≥ can be obtained recursively as  

( ) ( ) ( )( ) ( )

( ) ( )( )
( )

1 2 1 2

1 2 1 2

* *
1 1 2

* * *
1 2 1 2

* * *
1 1 2 1 2

max , ,..., , ,...,max , ,..., , , ,...,
, ,..., , , ,..., ,

max , ,..., ,max , ,...,

, ,..., , , ,..., ; .

n n

j j j j j j

n n

j j j j j j

x xx x x x
n nR R R R R R

j n n x xx x x x
R R R R R R

n n j

F x x F x x x
T x x x x x x R

F

T x x x x x x R

•
=

=
 

  It is clear that the joint distribution and properties of the random vector 

( ) ( ) ( ) ( ) ( ) ( )( )1 2 1 2, , ..., , , , ...,k k
n n n n j n j n jX X X X X X− − −

 can be obtained from the joint distribution and properties of the random 

vector ( ) ( ) ( ) ( ) ( ) ( )( )1 2 1 2
1 1 1, , . . . , , , , . . . ,k k

n n n n n nX X X X X X− − −
 by replacing .jR with R

 
 

3.0 Autocovariance and Autocorrelation 
The autocovariance structure of the multivariate Marshall and Olkin exponential minification process 

( ) ( ) ( )( ){ }1 2, , . . . , , 0k
n n nX X X n ≥ is given by 
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( )

( ) ( )( ) ( ) ( )( ) ( ) ( )( )
( ) ( )( ) ( ) ( )( ) ( ) ( )( )

( ) ( )( ) ( ) ( )( ) ( ) ( )( )

1 1 1 2 1

2 1 2 2 2

1 2

cov , cov , ... cov ,

cov , cov , ... cov ,

... ... ... ...

cov , cov , ... cov ,

k
n n j n n j n n j

k
n n j n n j n n j

k k k k
n n j n n j n n j

X X X X X X

X X X X X X
j

X X X X X X

− − −

− − −

− − −

 
 
 
 Γ =
 
 
 
 

 

To derive the autocovariance matrix( )jΓ , it is enough to obtain the autocovariance matrix( )1Γ . 

To compute the moment ( ) ( )1 1
1 ,n nE X X −

 
  we consider the conditional expectation 

( )

( ) ( ) ( )

1

1 2
1 1 1 2 1

.
, ,...,

n
k

n n n k

XE
X x X x X x− − −

 
 = = = 

  From the definition of the process

( ) ( ) ( )( ){ }1 2, ,..., , 0k
n n nX X X n ≥ , we have the conditional distribution for ( )1

nX given 

( ) ( ) ( )1 2
1 1 1 2 1, ,..., k

n n n kX x X x X x− − −= = =   as 

( ) ( ) ( )
( )

( )

1

1 2
1 2

1 1 1 2 1
1 2

1 , min , ,...
.

, ,...,
1, min , ,...

c z

kn
k

n n n k
k

e
z R x x xX zP R

X x X x X x
z R x x x

−

− − −


− <  ≤ =  = = =   ≥

                                      

Note that this is not an absolute continuous distribution, since the probability 
( ) ( ) ( ) ( )( )

( ) ( ) ( )

( ){ } ( )1 1 2

1 1 2
1 1 1

1 2
1 1 1 2 1

min , ,...,
1 1 2

min , ,...,

, ,...,

min , ,..., k

k
n n n n

k
n n n k

c x x x
n k

X R X X X
P

X x X x X x

P x x x eε

− − −

− − −

−

 = 
 = = =  

= > =

      

is non negative. The conditional expectation is given by 
( )

( ) ( ) ( )

( )

( ) ( )

( )( )

1 2
1

1 1 2

1 1 2

1

1 2
1 1 1 2 1

min , ,...,
min , ,...,1

1 2

0

min , ,...,

1

, ,...,

min , ,...,

1 .

k
c z

kR

k

n
k

n n n k

R x x x
c x x x

k

c x x x

XE
X x X x X x

c
ze dz R x x x e

R

R
e

c

− − −

− −

−

 
 = = = 

= +

= −

∫  

From the above, we have  

( ) ( ) ( )
( ) ( ) ( )( ) ( )
1 2

1 1 1 1min , ,...,1 1 1
1 1

1

1 3.1
k

n n nc X X X

n n n

R
E X X E X e

c
− − −−

− −
    = −      

 

The following lemma leads to ( ) ( )1 1
1 .n nE X X −

 
   
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Lemma 3.1:   Let ( ) ( ) ( )( )1 2, ,..., kX X X be a random vector with multivariate Marshall and Olkin exponential 

distribution. Let ( ) ( )( ), 1,2,..., min , 1,2,..., .i i
iU X i k and V X i k= = = = Then the random vector 

( ),iU V has the survival function  

( )( )
( ) ( )1 2 1

1 1 2 2 1 2

max , ,...,

, ,..., , min , ,...,

i ij k i k

k k k

x x x x

P U x U x U x V x x x

e
λ λ λ +− + −

> > > >

=
  

and   ( ) , , .i i i j
iP U V i and j

λ λ
λ

++
= = ∀   

Proof:   From the definition of the random variables iU and V , we have 

( )( ) ( ) ( ) ( )( )
( ) ( )( ) ( ) ( )1 1 2 2 12 1 2 1 12 1 2 2

1
1 1 2 2 1 2 1 2

max , ,..., max max , ,..., , max , ,...,

, ,..., , min , ,..., max , ,..., ,

k k k k k k

k k
k k k k k

x x x x x x x x x x x x

P U x U x U x V x x x P X x x x X x

e e
λ λ λ λ λ λ

−

− − − − + −

> > > > = > >

= =
 

and  ( ) ( ) ( )( )1 1 12
1 .kP U V P X X

λ λ
λ
+= = ≤ =   

Letting ( ) ( ) ( ) ( )( )1 1 2
1 1 1 1 1min , ,..., k

n n n nU X and V X X X− − − −= =
 in (3.1) and using this lemma, we have  

( ) ( ) ( )

( ) ( ) ( ) ( ) ( )

( )

1

1
1 12 1 21 1 1 1

1 1
1 1

1

2 1 12 1 1 1 12 1 10 0 0
1 1

2

1 12

1

1 1

1
.

c V
n n

u u vc v c u u

R
E X X E U e

c

R R
u e e dvdu U e e du

c c

R

R

λ λ λ λλ λ λ λ λ

λ λ

−
−

∞ ∞− + −− − −

   = −   

= + − + + −

+=
+

∫ ∫ ∫  

From this result, 
( ) ( )( ) ( )
1 1

1 2

1 12

1
cov , ,n nX X

R λ λ− =
+

similarly, 
( ) ( )( ) ( )
1 2

1 2

1 12

1
cov , .n nX X

R λ λ− =
+

 Using 

the same argument, 
( ) ( )( ) ( )
2 1

1 2

2 12

1
cov ,n nX X

R λ λ− =
+

 and so on. Thus, the autocovariance matrix 

( )1Γ   is given as:        

         ( )

( ) ( ) ( )

( ) ( ) ( )

( ) ( ) ( )

2 2 2

1 12 1 12 1 12

2 2 2

2 12 2 12 2 12

2 2 2

12 12 12

1 1 1
...

1 1 1
...1

1 .

... ... ... ...

1 1 1
...

k k k

R

λ λ λ λ λ λ

λ λ λ λ λ λ

λ λ λ λ λ λ

 
 + + + 
 
 

+ + +Γ =  
 
 
 
 + + +    
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If we replace � by �� in Γ�1�, we have antocovariance matrix Γ��� as 

 

Now, let us discuss the autocorrelation structure of multivariance minification process with multivariate Marshall and 
Olkin exponential distribution. We define the autocorrelation matrix by  

( )

( ) ( )( ) ( ) ( )( ) ( ) ( )( )
( ) ( )( ) ( ) ( )( ) ( ) ( )( )

( ) ( )( ) ( ) ( )( ) ( ) ( )( )

1 1 1 2 1

2 1 2 2 2

1 2

co , co , ... co ,

co , co , ... co ,

... ... ... ...

co , co , ... co ,

k
n n j n n j n n j

k
n n j n n j n n j

k k k k
n n j n n j n n j

rr X X rr X X rr X X

rr X X rr X X rr X X
H j

rr X X rr X X rr X X

− − −

− − −

− − −

 
 
 
 =
 
 
 
   

After simplification, we have  

( )

122 12

1 12 1 12

121 12

2 12 2 12

1 12 2 12

12 12

1 ...

1 ...1

... ... ... ...

... 1

k

k

j

k k

H j
R

λ λλ λ
λ λ λ λ

λ λλ λ
λ λ λ λ

λ λ λ λ
λ λ λ λ

++ 
 + +
 

+ +
 + +=  
 
 + + 
 + + 

 

  The autocorrelation matrix H(1), can be obtained by replacing R(j) with R(1). Hence,  

( )

122 12

1 12 1 12

121 12

2 12 2 12

1 12 2 12

12 12

1 ...

1 ...1
1

... ... ... ...

... 1

k

k

k k

H
R

λ λλ λ
λ λ λ λ

λ λλ λ
λ λ λ λ

λ λ λ λ
λ λ λ λ

++ 
 + +
 

+ +
 + +=  
 
 + + 
 + + 

 

( )( )1: 0 , 1, 1,2,3,..., .i i
n nNote that corr X X i k−≤ ≤ =

 
4.0 Estimation of the Parameters 

In this section, we will estimate the unknown parameters 
1 2 12, , , ..., .kR andλ λ λ λ

 

From [11], [13] and [15], we can see that multivariate minification process is ergodic and uniformly mixing. Now,  let

( ) ( ) ( )( ) ( ) ( ) ( )( ) ( ) ( ) ( )( ){ }1 2 1 2 1 2
0 0 0 1 1 1 1 1 1, , ..., , , , ..., , ..., , , ...,k k k

N N NX X X X X X X X X− − −

be a sample of size N. First, we estimate 

the parameter R. The estimate of R  is given by  
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( )

( ) ( ) ( )

( ) ( ) ( )

( ) ( ) ( )

2 2 2

1 12 1 12 1 12

2 2 2

2 12 2 12 2 12

2 2 2

12 12 12

1 1 1
...

1 1 1
...1

.

... ... ... ...

1 1 1
...

j

k k k

j
R

λ λ λ λ λ λ

λ λ λ λ λ λ

λ λ λ λ λ λ

 
 + + + 
 
 

+ + +Γ =  
 
 
 
 + + +  
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�
( )

( ) ( ) ( )( )
1

1 21 1
1 1 1

max .
min , ,...,

n
N

kn N
n n n

X
R

X X X≤ ≤ −
− − −

 
 =  
  

This estimate is strongly consistent estimate and is not asymptotically 

normal. Similarly, we can use the estimate 

  �
( )

( ) ( ) ( )( )
2

1 21 1
1 1 1

max
min , ,...,

n
N

kn N
n n n

X
R

X X X≤ ≤ −
− − −

 
 =  
  

as another strongly consistent estimator of R. Following the same 

argument, we can have k- different estimators of R. 
All the estimators can be used in practical situation, since the true values of the parameters can be obtained for small N. 
    For the estimation of the remaining parameters, we use the estimates 

( ) ( ) ( ) ( ) ( ) ( )
1 1 11 21 21 1 1

0 0 0

, ,..., .
N N Nk k

N N Ni i iN N N
i i i

X X X X X X
− − −

= = =

= = =∑ ∑ ∑   

Since multivariate minification process with multivariate Marshall and Olkin exponential distribution is ergodic, it 

follows that the estimates ( ) ( ) ( )1 2
, ,...,

k
N N NX X X

 are strongly consistent estimates of the parameters     

1
, 1,2,...

12
m k

m
λ λ

=
+ respectively.

 

   Now, we consider the asymptotic properties of the estimated parameters. As the multivariate minification process is 

stationary and uniformly mixing and ( )1

1

,n

h

hψ
∞

=

< ∞∑  

it follows from [16] that  

( )

( )

( )

1 12

2 12

12

1
1

2
1

1

..............

k

N

N

k
N

X

X
N

X

λ λ

λ λ

λ λ

+

+

+

 −
 
 − 
 
 
 − 

  has 

asymptotically multivariate normal distribution as 
.N → ∞
 

So, we can take the estimates of the parameters 
1 2 12, ,..., ,k andλ λ λ λ

as the solutions of the system of equations   

                               

( )

( )

( )

1 12

2 12

12

1
1

2
1

1

,

,

..............

.
k

N

N

k
N

X

X

X

λ λ

λ λ

λ λ

+

+

+

=

=

=
 

 
5.0 Conclusion 
     From the foregoing, we can conclude that the bivariate minification process with bivariate Marshall and Olkin 
exponential distribution as its stationary marginal distribution can be extended to multivariate case. Multivariate 
autocovariate and autocorrelation matrices can also be derived as an extension of bivariate ones earlier presented by [15]. 
Parameters that are unknown in this research work can be estimated. Its asymptotic properties can also be investigated.  
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