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Abstract

This study provides a solution to a recent result by Ekhosuehi and Osagiede [1]
on the asymptotic effect of examination malpractice. We prove that in a dense
population of candidates seeking admission in an environment saddled with
examination malpractice, educational ingtitutions can maintain the enrolment

structure at a certain level N* if a specific quota is fixed by the Ministry of
Education or itsregulating agency for new entrantsinto the system.

Keywords: absorbing Markov chain; examination malpracticeltir@chelon educational system; terminal
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1.0 Introduction
Ekhosuehi and Osagiede [1] considered the effeatxafmination malpractice on a malpractice-free atloonal

institution with a set of possible stat&= {Sl, S5 sy 51<} , wherein:
i. 5<Sj,fori<j,i,j=12,...,k;
i. {s}, 1=12..,Kk,isasingleton set;
ii. {si}n{sj}:qt, i # J, whereg is a null set;

v #(O{s}j:k, < on: and

i=1
v. for an index collection of random variableX,} , where the indest runs through a given sdt,
Prob{X,,, =s/X, =5, ....X, =§} = Prob{X,,; =s,[X, =5}, t=012, ...,

and PrOb{XHl = S]|xt = S} = pl] '

The educational institution was assumed to opénat; environment where examination malpracticpresalent.
The major accomplishment of Ekhosuehi and Osadifde formalized in the following theorem:

Theorem 1: Given an environment saddled with examination naafice and a Young/Almond-type educational
system, where strategies to curb the malpractite aae generally not effective, then, against eymsgsible growth rate
g, the students’ stocks in each level of the edapatiinstitution where examination malpractice i®tpbited will

degenerate to zero in the long-run..

Theorem 1 points to a doom for any educationalitingin that thrives towards stamping-out examimati
malpractice in an environment saddled with exanomatmalpractice. To avert the consequences of HEmolf,
stakeholders in the educational sector need tondt@im so as to find solutions to the problem. Agaaacea to the
problem, we propose the quota admission systemenddixed number of new entrants are allocatedatth eschool on
certain criteria. By doing this, the enrolment stane of schools where examination malpracticéristly prohibited will
not degenerate to zero. We shall prove this asseuing absorbing Markov chain. The use of absgrMarkov chain
is prominent in analyzing transitions in the edim@l system. The works [2 — 6] are just a few nefiees where
absorbing Markov chain has been used in modeliagthucational process.
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2.0 The theoretical preliminaries
Let R be a state-transition relation on the §ét= S[J{0}, such thatRU L1 x[J. Let p; be the transition
probability from statel to state j . Then, we can form a rectangular arrdy,= (aij) , whose rows and columns are
labelled by the elements af , Wherea1-j is given as
p, if Oarelationfromito j,i,jO0O
q =
0  otherwise

From the foregoing, the arrangement of the tramsitirobabilities of the relatiolR on [ is given as:

Nonabsorhig Absorbing
P P oo Puwe 0 Poo
.| P P oo Pac i Pao
_ Nonabsorbig | . S
Pa Po -+ Puw : Pwo
Absorbirg
0 0 .. 0 : 1]
The transition matrix A is called the absorbing Markov chain since it aor# an absorbing state. Let
W=(plo Py --- pko) be the wastage vector alﬁti:(pij) be the transition probability matrix of the educaal
P : w
system. Then matri¥A can be represented & =|--- --- --- |, whereQ is alx Kk vector of zeros and the prime
o : 1
denotes transposition. By the matrix multiplicatioof a partitioned matrix, we have in general that
P 1w,
At =[-- o | wherew; =W'+PW'+P?W'+ .- +P''W' L If t 5 oo, limP' =0 since||P||<1 as
t o o0
o : 1
P is sub-stochastic andimw; =w'+Pw'+P?w'+ ... = (1 =P)™W'. The matrix (I1-P)™" is called the
to o0

fundamental matrix of the absorbing Markov chaid &a (i, ] )th entry is the expected number of sessions a student

in level i will stay before leaving to Ievelj . The fundamental matrix of the absorbing Markoainthad earlier been

employed by Uche [5] to estimate the cost of edanaffo estimate the transition probabilities,sitoften assumed that
flows within the system under consideration is radan variable with a multinomial (or Dirichlet) tlisoution [7 — 8] of

the form
F[Zk: n; (t) +1j )
P(Mo(®),Ma(®)....M () = I_! (pij (t))”‘i ©

[rvo+) "

The function I is the gamma function defined fax say, asl (X) ZJ:tX_l exp(t)dt, and for xOZ™,

I'(X+1) = Xx!. The Dirichlet distributions are natural choicesabalyse data described by frequencies or praps{o]

and they are conjugate prior of multinomial disfitibns in Bayesian statistics. By conjugate prive, mean that, in

Bayesian probability theory, the Dirichlet distritmn is the prior of the likelihood function, sinagbe multinomial

(posterior) probability and the Dirichlet distrilia belong to the same exponential family. Thedition probabilities
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are then estimated using the method of maximumiiliged. In order to realise the assumption that ttamsition
probabilities of the Markov chain are constant otiere, the estimates are pooled to obtain the minimvariance
estimators.

Bartholomew et al. [7] had earlier identified theafMov family of models as models suitable for ‘pubws
wherein the models are used to investigate hovgtade sizes of a system would change under theatperf constant
average flow ratefush flows are flows in which the impetus for a mdes at its starting-point.he educational system
is one of such ‘push’ flow systems as the move tigher grade is occasioned by accumulating a icenténimum
credits requirement at the lower grade. In pardicuthe dscrete time Markov models have practical relevaincethe
educational system since data on students’ transitare often recorded at the end of the acadesaic arkov models
with the assumption of constant flow rates provadeseful platform for describing the future tragegtin the educational
system. This is because in such Markov modelsstéady state distribution can be obtained. Thetipeddnterests of the
steady state distribution are that it tells theeagsher the direction in which the system is mownd it gives the picture
of the relationship between the stocks and flowarder for the system to remain stable over time.

The classical Markov model for the educationaleystvas developed by Gani [2] for the Australiarvarsity

system. Gani [2] considered a cohdd_; (i.e. new enrolments at timds- j, j =i—1,i,i +1,...) of students
enrolling for the first time at the beginning oétiieart — j , wherei applies to the states in the degree programme
under consideration. The model is presentedss= N, + p,,S, , ;.

Si=P S atmS . (=23,...,7),orinmatrix form asS, =PS_; +E N, whereE is the

column vector with the first element 1 and othenegnts equal to zer&, is a column vector with elemei@,, which is

N
Pi P - Px

the number of students in th¢h year at the start of yedr, P= Pa Pz -or Pa v P is the proportion of
Pa Pea -+ P

students enrolled inth year at timet re-enrolling in j th year at timet +1 (p; >0 for j =i,i +1; and zero

otherwise) andl denotes transposition. Since the work of Ganirf2jny similar models have been discussed in
literature [3 — 6]. These works rely on the fundatakof an absorbing Markov chain as the transitiatrix P = (pij )

is sub-stochastic. In the absorbing models, theuitacent probabilities, transition probabilitiesjtial structure and
recruits are assumed given or can be estimated.

3.0 The quota admission system as a panacea toegdnerating enrolment structure

Ekhosuehi and Osagiede [1] examined the effeckafménation malpractice on the structure of the atlonal system by
modifying the basic absorbing Markov chain model as

nt+1)=n(t)P+oR(t+1)P, for tO{0}0Z", n(t +1)0RY,,
where n(t): (nl(t), n, (t), I (t)) is a point in thek —dimensional Euclidean space with (t) being the

number of individuals in state[] S in periodt, ﬁ(t +1) is the expected manpower structure in peiiodl, R';O is

the set of non-zero real numbers in tke-dimensional Euclidean spacZ+ is the set of positive integerg) is a
parameter on the confidence level on the entraramimation through which a successful candidasdiwitted into the
educational system,P, is the recruitment vector, and® is a sub-stochastic transition matrix given as

K
P:{(pij):z p; <L p; =0, i,jDS}.
=1

We now formalise the main contribution of this pam the following theorem.
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Theorem 2: Given a dense populatiorQ2 (t +1) , of candidates seeking admission in an environrsadtled with

examination malpractice, educational institutiorsncmaintain the enrolment structure at a certainelen * | if a
certain quota is fixed by the Ministry of Educatimnits regulating agency for new entrants into flystem.

Proof
By a standard argument [1],

nlt+1)=n(t)P+ pR{t +1)P, for tO{O}OZ".
If a certain quota is fixed by the Ministry of Eduion or its regulating agency for new entrant® itite system with
effect from the period * , then

Ri+1)=R<Q(t+1) Otxt*.

Thus N(t +1) =n(t)P + 0RP,. Consider the three successive iterates N(t), N(t+1), n{t+2), ---, where
n(t+1)=n(t)P + oRP, andn(t +2) = n(t +1)P + oRP, .

Thenn(t +2)-n(t +1) = (n(t +1)-n(t)) P. Taking the norm, we have

(r_l(t +2)-nlt +1)jH = [(n+1)-n()|P.

The iteration shrinks the chan#éﬁ(’[ + 2)— ﬁ(t +l)j to zero because the matrRR is substochastic. Ifi* is the

solution such than* =n* P+ oRP,, then repIacingﬁ(t +1) and n(t) by N* e obtain

(ﬁ(t+2)—n*j

which implies that the iterates are convergingﬂt’é . This completes the proof.

< ||(n{t+1)-n*)||P| <] (n(t+1)-n*)|

We shall, hereafter, refer th* as the terminal enrolment structure. The termamaolment structuren* can be
computed for R{t+1)= R<Q(t+1) Ot=t* from the equationn* =n*P+oRP,. Thus, we have

n* = oRP,(I —P)™, provided det(l —=P) # 0. Since the solutio* = oRP,(I =P)™ may contain non-integral
entries, we modify the result ag = ceiling[ oRP,(I —P)™], where ceiling[x] is a vector in which its entries are

the smallest integer greater than or equal to theesponding elements of.

We illustrate the assertion in Theorem 2 using ékample problem in [1], where 0 is obtained asp = 025,

P,=[0.8624 01376 0 0 0 0] and

[0.0486 0.9060 0 0 0 0
0 0.0696 0.7890 0 0 0
_ 0 0 0.1187 0.8249 0 0
P= 0 0 0 0.0948 0.8436 0
0 0 0 0 0 0.9173
0 0 0 0 0 0.2947 |

Takir_wg R=150and n(0) = (110 112 53 56 30 43) as the base enrolment structure, we demonstrate th

utility of our assertion in Theorem 2 with Matlal2@07b (see appendix) and therefore, obtain a gopthe ten-year
enrolment projected structure for the quota admisprocess as depicted in Fig. 1.
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Fig. 1: A ten-year projected enrolment structurthwiR =150.

Fig. 1 shows how the actual grade sizes vary dwetdn-year projection period when a quéta= 150 is fixed for
new entrants. From Fig. 1, enrolment in Year 1 $etal a constant figure after the first period objpction, while
enrolment in Year 2 is very high at the first patjen period and then decreases suddenly in thenseperiod and
thereafter settles at a constant figure after kel tperiod. The constant figure in each of Yeaartd Year 2 is the
terminal enrolment for that year. Enrolment in Y&ais higher than that of Year 1 throughout thejgmtion period
because new entrants are admitted into Year Zncstadents promoted from Year 1. The enrolmein¢dttary of Year 2

has a ripple effect in Year 3 — 6 because the itiangattern is such thap; = 0 for 1< <6, j=i,i+1;and zero

otherwise as indicated by the transition matix The terminal enrolment for Year 3 — 6 is howelesver than that of

Year 2. This is due to wastage in the system. Intaé entire projections foit <5 fluctuate tremendously; and
afterwards, there is a steady decline in the ereotrstructure until it reaches its terminal enraind his result agrees
reasonably well with the assertion in Theorem 2usTtve conclude that when the admission stock edfithe structure
of the system will not degenerate to zero, but setoda certain non-zero structure. In this scenanigtitutions where
examination malpractice is strictly prohibited catill remain viable as they are hopeful of theirvseal in the

competitive fringe. We therefore computetheteﬂhiarnrolmentstructureers:(34 39 35 32 27 35).

4.0 Conclusion

In Theorem 2 and the application, our emphasisdsecessity to set a quota for new entrants hge@tucational system
in the wave of examination malpractice. By so dpmgay of hope holds for educational institutiovisere examination
malpractice is strictly prohibited. To implemenistlassertion in practice, the Ministry of Educatimnits regulating

agency, should workout modalities for a centralramte examination into educational institutions.erehsuccessful
candidates are allotted to the institutions in livith the laid down quota.
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Appendix: The Matlab codes
% Model parameters and analysis.

P =[0.0486 0.9060 O 0 0 0;

0 0.0696 0.7890 0 0 0;

0 0 0.1187 0.8249 0 0;

0 0 0 0.0948 0.8436 0;

0 0 0 0 0 O. 9173;

0 0 0 0 0 O. 2947];

PO =[0.8624 0.1376 0 0 0 0];

nO =[110 112 53 56 30 43];

rho =0.2500;

Rn=150;

% The quota system enrolment projection.

f1=n0*P+rho*Rn*PO0, f2=f1*P+rho*Rn*P0, f3=f2*P+rho*R n*P0, f4=f3*P+rho*Rn*P0,
f5=f4*P+rho*Rn*P0, f6=f5*P+rho*Rn*P0, f7=f6*P+rho*R n*P0, f8=f7*P+rho*Rn*P0,
f9=f8*P+rho*Rn*P0, f10=f9*P+rho*Rn*P0,

n=rho*Rn*P0*inv(eye(6)-P),

L1=[f1(1,1) f2(1,1) f3(1,1) f4(1,1) f5(1,1) f6(1,1) f7(1,1) f8(1,1) f9(1,1)
f10(1,1)];

L2=[f1(1,2) f2(1,2) f3(1,2) f4(1,2) f5(1,2) f6(1,2) f7(1,2) f8(1,2) f9(1,2)
f10(1,2)];

L3=[f1(1,3) f2(1,3) f3(1,3) f4(1,3) f5(1,3) f6(1,3) f7(1,3) f8(1,3) f9(1,3)
f10(1,3)];

L4=[f1(1,4) f2(1,4) f3(1,4) f4(1,4) f5(1,4) f6(1,4) f7(1,4) f8(1,4) f9(1,4)
f10(1,4)];

L5=[f1(1,5) f2(1,5) f3(1,5) f4(1,5) f5(1,5) f6(1,5) f7(1,5) f8(1,5) f9(1,5)
f10(1,5)];

L6=[f1(1,6) f2(1,6) f3(1,6) f4(1,6) f5(1,6) f6(1,6) f7(1,6) f8(1,6) f9(1,6)
f10(1,6)];

t1=1:10;

plot(t1,L1, b*-' t1,L2,  r+' t1,L3, 'go-' ,t1,L4, ‘y+' t1,L5, ‘'k*' t1,L6, ‘'bo-' )
xlabel(  'time (in sessions)' )

ylabel( 'Expected enrolment’ )

legend( '* Year 1' , '+Year?2 , '0Year3d , '+Year4 , *Year5 , '0Year6' )
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