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Abstract

In this paper we contemplate the Binary integer programming problems and
presents a summary of the techniques of finding an optimal solution, using the Branch-
and-Bound algorithm highlighting some critical features and new trend in published
articles not yet commonly found in most text books. A generic algorithm is presented
and illustrated by solving a knapsack problem.
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1.0 Introduction

In this paper we are dealing with a special typeéntéger programming (IP) problem, the class oflYQnteger program
called Binary Integer Program (BIP). An IP probléra Linear programming problem (LPP), in which@lthe decision
variables are restricted to take on only integdues If some (not all) of the variables are restd to take integral values
then the optimization problem is called Mixed irgegrogram (MIP).The situation where the varialaes restricted to take
only 0-1 values is called BIP. These are problefrisefollowing types;

Maximize (C'x
Subjectto Ax <b Q)
X, €LY, j=1,....p

whereA € R™™ b € R™,C € R",x € R" and we assume n = p and x € {0,1}

Among the most successful methods of solving (t)eculy are linear programming (LP) based on braaweti-bound (B&B)
algorithm, which is an enumerative technique. Mmshmercial LP solvers are based on this method. intbe classical
B&B based methods for solving general IPP and aisants including (1) are the Branch-and-cut (B&B)anch-and Price
(B&P) and B&C with interior point method [1].

B&C method consist of a cutting plane method endeedwithin B&B algorithm, while B&P is a generalticn of
LP based B&B specifically designed to handle IRrfolations that contain a huge number of varialités.a combination of
B&B with column generation. B&C with interior poimhethod is the construction of B&C algorithm of thsual type, but
then uses interior point method to solve the LBxations [11].

As we will see below, B&B algorithms leave two ates: how to split a problem (branching) and whfshb)
problem to select next. In this paper we focushenB&B algorithm for the class of 0-1 IPP and giaveummary of the major
steps with a numerical example and some recerd pahlished in the literature.

In section 2 we review the literature on the sobjln section 3 we present B&B subroutines for Il?la numerical
example is given, and a generic B&B algorithm fet (P is presented.
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2. Branch and Bound Review

The B&B technique is currently the most widely useethod for solving IP and MIP problems. The methodsists of four
basic steps; initialization, branching, boundingd d&athoming. In the initialization step, the asatex LP problem is solved.
If the solution obtained is integer, then the IBkdem has been solved; otherwise the solution fowhat is called the
“starting node.” The branching step partitions #8s of solutions into several subsets. Partitigisrna recursive process. The
bounding step obtains a bound for each new subsstbound is actually the value of the objectivadtion of the LP
problem of a subset. In the fathoming step, a dmtis made at the end of each branch (node) eithexclude some subsets
from further consideration (fathom them) or to ¢oné partitioning. The tree enumeration procedumgsevhen all possible
branches or subsets are fathomed.

The B&B concept was introduced by [8]. Later [4] aifeed the Land and Doig algorithm by using inedpied instead of
equalities for the branching step at each unfathibnozle. Mitten [10] gives a general descriptiorB&B approaches. The
special technique for solving 0-1 IP problem hasrbigne Implicit Enumeration algorithm due to [3].

2.1 Implicit Enumeration

Implicit enumeration algorithms are motivated bg fact that the integer solution space of combitialt problems consists
of a finite number of points. Accordingly, the apach seeks to examine explicitly only some solgiand implicitly rule
out the rest of the solutions as being infeasilbleut-optimal. It also uses a tree enumerationquoe and implements the
basic concept of branching, bounding, and fathonohd&B methods. The most useful type of implicihueneration
technique is applied to the special class of Oidafly) integer problems.

Balas was the first to propose the use of impkciimeration to solve binary problems. The arithcnepierations of his
“additive algorithm” involve only addition and suéttion. Glover [6, 7] developed a “surrogate caaist” that combines all
or some of the original constraints of the probleithout eliminating any of the original feasibleteéger points. Thus, it
enforces restrictions upon the optimal solutiort ttzmnot be determined from any of the individu@istraints. Geoffrion [5]
used an imbedded LP to compute surrogate consraligthtly different from those developed by GlavElis approach
synthesizes Balasian implicit enumeration withdpgroach typified by [8].

Computational experience indicates that the salutime of binary implicit enumeration varies expotially with the
number of variables. Moreover, the prospect of gdimng the 0-1 additive approach to all-integeoblems is not
promising.

2.2 A general B&B algorithm for IPP.

A formal statement of a general B&B algorithm iegented below. We use the following notation: &etenote the
constraint set of (1) i.6 = {x € Z} = {0,1}: Ax < b} and % the corresponding continuous relaxation set ofi.@y; =
{x € R": Ax < b}, where & S; andCf < Cf vx € S. Clearly solving a problem relaxation (ie droppitige integrality
restriction) provides an upper bound on the objectialue of the underlying problem. Perhaps thetroosimon relaxation
of (1) is the LP relaxation formed by dropping tihéeger restrictions and enforcing appropriate libaondition on the
variables. There are other forms of relaxatiore(liagrangean relaxation etc) for details see [1].

The notation L is used to denote the list of aubproblem$/P!} where IB = IP denotes the original IP. The
notationZ, denote an upper bound on the optimal objectiveevaf /P, andZ;, denotes the incumbent objective value.(i.e
the objective value corresponding to the currest bgegral feasible solution to IPP).

2.2.1 General B&B algorithm

1 (Initialization): Setl. = {IP°}, Zo= + o0 andZ;,= <o

2 (Termination): If L =@, then the solutior™ exists (i.eZ;,= -o) then IP is infeasible.

3 ( Problem selection and relaxation): Select andtded problem IiPLetziR denote the optimal objective value of the
relaxation, and let’® be an optimal solution if one exists.( Thfs= c"xR, or zF = ).

4 ( fathoming and Pruning):

(@) If z® < Zj, goto step 2
(b) If ZL-R > Zi, andx'® is integral feasible, updafk, = zf .Delete from L all problems witd; < Z;, . Go to step 2.
5 (Partitioning): Let{S"f}jf:k be a partition of the constraint sétd® problem IP. Add probIems;{IP"f}j::’lc to L,
wherelPU is IP with feasible region restricted &' and z; = zf for j = 1,......k. Go to step 2. [13].
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The actual implementation of a B&B algorithm isitgdly viewed as a tree search, where the probletinearoot node of the
tree is the original IP. The tree is constructednriterative fashion with new nodes formed by brémg on an existing node
for which the optimal solution of the relaxatiorfiactional.

To simplify the notation a bit, let noden the search tree be denotedipywith the root node given by, For a
pathP; in the tree connecting, to v;, let S be the intersection of S with the set of pointsséging the constraints given by
the edges oP;. If P; has k+1 nodes ordered as

Vo = vi(o), vi(l)' ......... vi(k_l),vi(k) =7;
Then §=50 35 o... 25D =gi
Now suppose that the enumeration is at nadethe tree. The problem considered ais

Lip = max{cx 1X E Si} (2)
An upper bound; > Z;, may be calculated by considering the relaxatio(2pf

_ Z; =Zf = Max{CTx:x € S§ 2 5} (3)
which we call LP. Note that an upper bound at a node is valid fyr @ its Successor; i.e if, is a successor af;, then
St 2 5t 2 Sk, For the IP we have:

St = {x: Alx = bl,x > 0 and integer} 4)
Sk={x:Ax=b\,x >0} (5)
So Z; is calculated by solving the corresponding LP.

2.2.2 Partition

Suppose that the LP (3) is solved atamd the solutionx® is not all integer; in particular some basic valéab
Xpj = [ij +6;, 0 < 6; <1, then a partition of’ is

{Si n {x:xBj < [b_jJ},Si N {x:xBj = [ﬂ}} (6)

Where[¢] denotes the smallest integer greater than or eéqgal and|¢| denotes the largest integer less than or equal.to
Now if we assume S is bounded and

let
St = {x:Ax =b0< a} <x < ,6'} < u;, xj integer,j = 1,..,n} 7

At nodev;, Wherea]? and/i’} are integers determined from (5), azﬂjz 0 andﬁ}’ = u;.

To perform the computations, a branching stratsgyeieded at step 4. Lee and Mitchel [9] presentedaranching rules
found in the literature. While [2] revisits the hching rules in respect of Constraint Integer Paogning applicable to both
MIP and 0-1 IP. A variable selection strategy isded in step 5. Also [9] provide some useful sgige commonly use in
practice.

3 B&B Subroutines for 0-1 IP

Although most of the steps of a B&B algorithm general in that they are appropriate for a varadtproblem
classes, several computational procedures aregmmotbépendent. The five routines below are useditteghe search for the
optimum and to extract information that can be usegduce the size of the B&B tree.

Bound: This procedure examine the relaxed problem articptar node and tries to establish a
bound on the optimum. It has two possible outcomes:
0] An indication that there is no feasible solutiorthie set of integer solutions represented by thike nor
(i) A valuez;= zyz, an upper bound on the objective function forsalutions at nodé and its descendent nodes.
Approximate: This procedure attempts to find a feasible intesgdution from the solution of the relaxed probldfmone is
found it will have an objective value, calldt- z; 5 ,that is a lower bound on the optimum for a maxatian problem.
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Variable Fixing: This procedure performs logical tests on the sofufound at node. The goal is to determine if ahthe
free binary variables are necessarily O or 1 ilmgtmal integer solution at the current node adtsatlescendants, or whether
they must be set to 0 or 1 to assure feasibilitthassomputations progress.

Branch: A procedure aimed at selecting one of the fre@lbas for separation. Also decided is the firséction (0 or 1) to
explore.

Backtrack: This is primarily a bookkeeping procedure thated®ines which node to explore next when the cumeudte is
fathomed. It is designed to systematically enuneeatitremaining live nodes of the B&B tree whilesasng that the optimal
solution to the original IP is not overlooked.

Example: 0-1 knapsack problem

Maximize Z = 4x;+ 9x, + 6x3

subjet to  5x; + 8x, + 6x3 < 12

xi=00r1, j=123
The B&B tree of this example is shown in fig. 1.eTarder in which the variables appear is determimgdhe “bang for
buck” (c;/a;, objective coefficient/constraint coefficient) ruléhe one with the highest ratio is the best itewari@ble) to

place in the knapsack. This is designed to protigte upper bounds and increase the likelihoodattidming (see Table 1).
It also speeds convergence. [12].

Table 1. Bang for buck table

Variable, j 1 2 3
Benefit/cost, @ 0.8 1.25 1.0

3.1 Variable Fixing and Data structure for 0-1 IP

Given an optimal LP solution to a maximization desh, the reduced costg are nonnegative for all non basic variablgs
at their lower bound (typically zero), and non pigsi for all non basic variables at their upper muThis leads to the
following result which is valid for any MIP.

Proposition: Let x € R" be the decision variables in an IP such that 0V j, and let z} and z;, be the objective
values of the LP relaxation and incumbent, respelsti If x; is non basic at its lower bound (zero) in the sofuto the LP
relaxation, andzh — ¢; <z, , then there exists an optimal solution to thedet program withy; at its lower bound.
Similarly, if x; is non basic at its upper bound in the solutioth® LP relaxation, and, + C; <z , then there exists an
optimal solution to the integer program with at its upper bound. [14].

Branching to the left first (x; = 1): For each node k, there is a p&thleading to it from node O which corresponds to
an assignment of binary values to a subset of #niables. Such an assignment is callguhdial solution. We denote the
index set of assigned variables by/;, € N = {1, ....,n} and let

%2}
=4

={j:jEWkandxj=1}
Sk_={j:j€Wkandxj=0}

S =10:j & Wi}
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0
ZR = 1275 2R = 122
1
+1 /
+2 i =11.87
2
All mteger Fathom
Infeasible Feasible
3
xg = (1,0,1) : f
Infeasible Fathom

Figure 1. Search tree for knapsack problem
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A completion ofl¥, is an assignment of binary variables to the fiaéables specified by the index s&f . The B&B
process is guided by the following rules:

If a free variable remains at node % (# @) choose a separation varialffee S?) and branch to the next level to create
node k+1.
If no free variables remaifs_ = @) , evaluate the solution and backtrack to the Hghevel that contains a node
whose right branch has not been explored; gentrateode along this branch one level down.
Depth-first Search:

To implement this process we need a datatare that gives the status of the tree at aigtpThe vectoP, will be
used for this purpose. For node k at lvef the treepP,, is defined as follows:
The length of the vector Is and is writterP, = (jy, jz, -, J1)-
The component; is the separation variable at level i.
The sign ofj; indicates the value of the separation variabl¢hencurrent path. A negative sign indicates thaturiable is
set to zero, and a positive sign (or no sign) iatds it is set to 1.
The componenyf; can be underlined or not. If it is underlined, #iiernative node at level i has already been eggldf it is
not underlined, the alternative has yet to be explo
The variables not mentioned ip &e the free variables.
Backtracking: Underline the rightmost non underlined entry B, change its sign, and erase all entries to itstri all
entries are underlined the enumeration is completethe incumbent is the solution.

3.2 Generic B&B Algorithm for 0-1 IP

In the following algorithm, k is used a counter for identifying noddsis the level in the tree, andis the number
of integer variables. Thiedimensional vector?,, identifies the path from the root to node k, &J¢d S;;, and S? indicate the
current status of the variables. Vectafsand x refer to a feasible solution at node k and theurimoent, respectively.
(Wolsey 1998).

Initialization: Create node O at level 0. Llet= 0, = 0 and P, = Q.

Perform the approximate procedure in an attemgind a feasible solution. If a feasible solutisnfound, letxy be the
vector of integer variables with objective valygotherwise, lety = —M
Update: If [ = n , an integer solution has been generatedxfdie the the solution vector defined by,Rf x* is feasible,
compare the objective valué& with z . If z¥ > zp, put x5 « x* and zp « z*

whether or nok* is feasible go t@acktrack .If I < n, continue withVariable Fixing.

Variable Fixing: Use logical and other tests to determine if a fr@@ablex; should be set to 1 or 0, whegre S . Suppose
variablex, should be set to 1. Perform the following:
ll+1,k<k+1.
Add +s to the current path vector to get @reate node k with decision +s.
Alternatively, suppose variablg ghould be set to 0. Perform the following
l«l+1k<k+1
Add —s to the current path vector to §et Create node k with decision —s.
If any changes are made repeat this step; otheraosginue withBound.
Bound: Solved the relaxed problem at node k. If treulteshows no feasible solution, fathom the nodkgobacktrack.
If the procedure returngs, put zlk, < |zE5| ,and compare this value to the incumbent.
If zKy < zp, fathom the node and go Backtrack; otherwise continue witApproximate.
Approximate: Attempt to find a feasible solution in the setsofutions for node k. If a feasible solution is ol call it x*
and let the objective value bé& .
If z8 > zp, putxy « x and zz < z*.
IfzX, = zg, fathom the node and go Backtrack; otherwise, continue witBranch.
Branch: Choose a separation variablesuch thas € S? , and a direction of exploration.
Putk « k+ 1,1 « 1 + 1 and create node k at level of the tree.
If x5 is to be set to 1, add +s to the current pathovaotget R
If X5 is to be set to 0, add —s to the current pathoveotget R.

Go toUpdate.

Backtrack: In the vector P, find the element furthest to the right that @ anderlined. If all elements are underlined, stop
xg is the optimum.
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Otherwise, let this element bg. Backtrack by doing the following:
Let the level bé = i.
Delete all elements of,Ro the right ofj;.
Putj; « —j; (i.e change the sign ¢).
Now underling; to get ..
Putk « k + 1 and create node k.
Go to Update.

Table 2 below shows the results of the algorithinemvapplied to the knapsack example given in (figvé assume
that no variable fixing or Approximate proceduresrevused. During the bound step, the LP relaxatias solved using the
“bang for buck” scheme. At each node, the freealde with the largest benefit/cost ratio was choeerseparation. And
always set equal to one.

Table 2&B results for knapsack example

Nodek | Levell | P Zyg Zp Xg s Action
0 0 ) 13 -00 - 3 Setxs =1
1 1 (+3) 12 -00 - 2 Setx, =1
2 2 (+3,+2) Infeasible | - - - Backtrack
3 2 (+3,-2) 10 10 (1,0,2) - Feasible
Backtrack
4 1 (-3) 12 10 (1,0,2) 1 Setx; =1
5 2 (-3 ,+1) 11 10 (1,0,1) 2 Setx, =1
6 3 (-3 ,+1,+2) Infeasible 10 (1,0,1) - Backtrack
7 3 (-3 ,+1,-2 4 10 (1,0,1) - Fathom
Backtrack
8 2 (-3,-1) 9 10 (1,0,1) - Fathom
Backtrack
Finish
Table 2 also gives summary of the computationslirevin the algorithm; for instance, we obtain nddéy putting
(k< k+11l<1+1)atthatlevel, wherg <3+ 1,1 < 0+1, ( i.e k<41« 1). We obtain P,= —3; since

Xs = X, is been fixed to zero, therefore we add-2 to the current path vector to gB{; with objective function value
zg = 10 and integer variables, xg = (1,0,1).

Conclusion
This paper gives an over view and demonstratepthblem solving technique of one of the seeminghidl or
simple problem, but actually very tricky and difflt to solve; the knapsack problem; defined as aaBi Integer
Programming problem. The Generic algorithm preskntd go a long way in helping researchers andisits to generalize
the B&B approach taken for 0-1 IPs when depth-Besirch is used; especially for a general branchitiginteger variables
other than 0-1.
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