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Abstract

This study investigates the prediction of biodega#idn of polycyclic aromatic hydrocarbons
using a mixture of naphthalene; anthracene and pyein a continuously stirred tank reactor by an
artificial neural network. Artificial neural netwoks are relatively crude electronic networks of
"neurons" whose operations are based on the neustfucture of the brain. They process records
one at a time, and "learn" by comparing their prection of the record (which, at the onset, is largel
arbitrary) with the known actual record. Experimeat data were employed in the design of the feed
forward neural networks for modeling the predictionf biodegradation process. Comparatively,
results showed that predictions from the feedfordtaneural network closely fitted the measured
values. The degradation pattern was characterizgdam exponential decline in the concentrations
of the polycyclic aromatic hydrocarbons, and thisasv followed by a ‘plateau’ concentration
signifying the attainment of endpoint of the degration process.
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1.0 Introduction

In recent years, there has been growing interestppnopriate bioremediation technology for cleanipgenvironment
contaminated by polycyclic aromatics hydrocarboRgHs). This is due to the potential deleteriousetffof PAHS on
human health. The success of the technology degentise biodegradation process, including the etent, pathways and
related mechanisms. While extensive reports haea beade on PAH degradation by pure cultures andhenent in natural
sediments [1; 2; 3; 4; 5; 6; 7; 8] there is suipgly, lack of accurate data on biodegradation esgecially across various
types of aquatic/sediment systems. Studies on tééiqgtion of PAH biodegradation are also limitecheOof the ways of
predicting PAHSs biodegradation is through develophod mathematical models. Examples of such moalesnass transfer
and biodegradation models which were developedtinate the treatment period needed for a compéstemval of PAHS
from contaminated soils under batch conditionsl[¥); The extent at which the overall biodegradataes were affected by
the accumulation of the intermediate during phemame degradation has been predicted by the matiwainzalculation of
permeability based on the membrane transport mddédl The fate and degradation of chemical polltgan soil/water
microcosm systems has also been evaluated usirggt®ematical model based on mass balance equatbit) integrated
Fick’'s law, a linear isotherm, pseudo-first ordaretics and mono kinetics [12;13].

Though the methods highlighted above accuratelglipred PAHs biodegradation in the systems spegifiedited
information on degradation kinetics, unknown bia@delgtion mechanisms and inherent biological vanesti of the
biodegradation process restricted their applicatidutificial neural networks (ANNs) have been simote provide a simple
and flexible approach to a non-linear regressioobl@m in environmental sciences. Some recent agijgits include
statistical downscaling [14], water level-dischamgedeling [15], river stage forecasting [16] andcpiality forecasting [17].
However, the application of ANN as a tool for thentinuing discourse on PAHs biodegradation is yegain public
knowledge. The present study aims at investigativeg feasibility of ANN to predict the biodegradatiof tests PAHs
(naphthalene, anthracene and pyrene in aqueousisedmatrix.

2.0 Material and Methods
2.1 Data Collection

A large number of data sets are important in otddrave valid net training since an artificial relunetwork learns by
examples. A representative training data set shqudtude the cause-effect relationship betweenitipait and output
variables. In this case, the sets of training astiig data were taken from experiments performea ¢ontinuous stirred
tank reactor (CSTR) by [8]
2.2 Feed forward Neural Network Architecture
Initial PAH concentration, biodegradation time didmass concentration were the input variables nga#tie number of
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neurons in the input layer to be equal to 3. Thdystakes into account two hidden layer. The outgyer is considered to be
the percentage biodegradation of the PAHs whichtaiononly one neuron. The three layer network aechire is
summarized in Figure 1. Data were flown in a fomvdirection from the input layer to the output lstarchitecture. Each
neuron was connected to all the neurons in subsedayer. This makes it a fully connected structaveight coefficient
was attached to each connection between two neurons
2.3 Model formulation
A universal algorithm for the feed forward neuratwork was formulated by [18] as follows:
For an input layer neuron, the outpi} Y is equal to its input):

Xb=XxF(=12.1L=12..9) 1)
The subscript i indicates the ith input layer nentend L indicates the Lth trained sample. N isrtbmber of input layer
neurons, and S is the number of trained samples.
The outputs from the input layer were weighted fautdin the hidden layer. The net input of the jididen layer neuron is the
Lth trained sample was:

netf =Yn_XpWh (G =12..nL=12..9) )
WhereWiﬁ indicates the weight of the connection betweenitthéput layer neuron and the jth hidden layeunoa in the
Lth trained sample, and m is the number of hidéged neuron.
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Figure 1: Three-layer feed forward neural netwdréwsing input, hidden and output layers.

The outputs of the hidden layer neui@f},) were given after transformation by the sigmoidction:

YL = f(net}) (k=12..n) (3)
Heref (x) is the sigmoid function:
f&) == 4)

The output of the output layer neuron was the sutiomeof the weighted output from hidden layer neumnd was
transformed:

OF = f(ZL Yo V) (1=12..p;L=12..5) (5)
HereVﬁ is the weight connectingh hidden layer neuron to theh output layer neuron.

After carrying out the procedures mentioned abaveafl combinations of input signals, the root-maguare-error (RMSE)
was calculated by

[0y Pos vb-of
RMSE = gzlz;p—sﬁ,Eaﬁz = (6)

Here p is the number of output layer neuron (p=am'm present study because the biodegradation miages was the only

one neuron in the output layer). And is the nundidrained sample{f is the target value ¢dth trained sample.
Every weight with its initial value randomly gentzd by the computer was changed automatically.nifrgiwas repeated
until the RMSE values fall into an acceptable ragio
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AWE® =06/ X5 + pdWh(E—1) (i=12.nj=12.m;L=12..5) 7)

AVE() = néf Yo +pdVg(t —1) (k=12.m1=12..mL=12..5) (8)
Here t is the number of iteration of the neural compotaty is the learning rate and determines how fast trenge is.

AWiﬁ(t)andAViﬁ(t) were calculated in the iteration cycles. Wherernttmenentum constant which prevents sudden change in

direction in which corrections were madeuisThe errorsé’ for the hidden layerth neuron andeL for the output layerth
neurons, respectively, were expressed as:

§ =t —opfh i=(12....p) 9)
and

8k = YP_ eLVEf (vh) j=12...m) (10)

Here f' is the derivative with respect to x of the tramsfation function, and

f'e) =0 —f)xfx) (11)
3.0 Results and Discussion
One of the important tools of ANN is the selectmfithe number of neuron in the hidden layer. Ineortb obtain the best
neural network structure, different numbers of kiddayer neuron from one to six were tested in shisly. The number of
neuron in the hidden layers for percentage PAH dgjoaldation was determined according to the valt&MSE and this is
shown in Figure 2. The RMSE decreased with neutonber of hidden layer. The four neurons had theekiViRMSE, and
the value then increased slightly with subsequddit@an of the hidden layer neurons. The final stdd architecture consists
of two hidden layers as shown previously in Figlire
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Figure 2: Number of neurons selection in the hidden layer for the anthracene biodegradation
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Figure 3: Comparing predicted and measured valtj&§® "
A parity plot was used to compare the experimensdlies with the predicted values for PAH biodegtiathausing the
feedforward neural network. The prediction of thedegradation of PAHs is shown in Figure 3. Mosthef data points were
well predicted. The result indicates a close pitaaticby the neural network. The observed deviatiothe result could be
attributed to factors such as temperature of tiled of the soil etc which were not taken intaauant in the work and thus
not used as input layer neurons during the traiointpe feedforward neural network. On the one hamiission of certain
factors in the input layer which likely may affe¢bie output layer could be the primary reasons ddurfe of the developed
Artificial Neural Network in accurately predictingiodegradation. The observed variation is consistéth the literature
report of [19]. On the other hand, the deviatiomldoalso be as a result of unknown human errorevbidnducting the
biodegradation experiment.
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Three neurons were found to be most appropriatéhfoinput layer of the feedforward neural netwirkhis present study.
The introduction of time as one of the input layeurons ensures that all of the data set was imdepé and that the
percentage PAH biodegradation was predicted agrdift time. This is significant because for biordiagon of PAHS in

contaminated environments, biodegradation rate p@rdentage are important indicators. Since time welsided in the

input layer neuron, the biodegradation rate couddl lme used in the output layer neuron and only dioelegradation
percentage was determined as a single output lageron. However, for high molecular PAHs such pgreand

benzo[a]pyrene it is difficult to employ just a gie biodegradation constant to describe their lgoaldation rate. It would be
simpler to use biodegradation percentages at diffe¢ime to indicate the trend of the biodegradatate.

Conclusion

It can be established from this study that the feedard neural network, a common model of ANN igealy useful tool for
predicting the biodegradation of PAHs in a contumsly stirred tank reactor. The architecture of tager model was
determined using three neurons in the input lay@rs,neurons in the hidden layer based on the [bR&SE (0.0015) for
the percentage biodegradation and one neuron ioutpait layer. The predicted values from the fem@vard neural network
are almost the same with experimental values.
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