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#### Abstract

Optimal 3-point symmetric quadratic regression designs were constructed in the experimental domain $[-1,1]$ with the regression range $\chi=\left\{\left(1, x, x^{2}, \cdots, x^{k}\right): x \in D\right\}$.

For the symmetric design $d_{3}^{*}$, the information matrix, $M\left(d_{3}^{*}\right)$ and standardized variance, $\tilde{V}\left(x, d_{3}^{*}\right)$ were exploited to identify optimal 3-point symmetric quadratic regression designs based on optimality criteria.

The design points $\{(-1,0,1) \in D\}$ and the weights $w_{1}, w_{2}, w_{3}$ for the number of trials $N \leq 7$ were used for the construction of the optimal designs. Some $A$-, $V$-, and D-optimal 3-point symmetric quadratic regression designs for the number of trials $N \leq 7$ are highlighted


Keywords: Optimal, 3-point, regression, design, symmetric, weights, matrix, domain, quadratic.

### 1.0 Introduction:

Consider the kth degree polynomial model [6]

$$
\begin{gather*}
Y_{i j}=\beta_{0}+\beta_{1} x_{i}+\beta_{2} x_{i}^{2}+\cdots+\beta_{k} x_{i}^{k}+e_{i j}  \tag{1.1}\\
i=1,2, \cdots, n ; j=1,2, \cdots, N
\end{gather*}
$$

with

$$
\begin{equation*}
E\left(Y_{i j}\right)=\sum_{j=0}^{k} \beta_{j} x_{i}^{j} \quad \text { and } \quad \operatorname{Var}\left(Y_{i j}\right)=\sigma^{2} \tag{1.2}
\end{equation*}
$$

In a compact form (1.1) is re-written as

$$
\begin{array}{ll} 
& Y=X \beta+e \\
\text { where } & X=\left(1, x_{i}, x_{i}^{2}, \cdots, x_{i}^{k}\right) \\
\text { and } & \beta=\left(\beta_{0}, \beta_{1}, \beta_{2}, \cdots, \beta_{k}\right)^{T}
\end{array}
$$

Theorem: Gauss Markov Theorem [10].
For the full mean parameter system: Let X be an $n \times K$ matrix with full column rank $K$, and $V$ be a nonnegative definite $n \times n$ matrix.

A left inverse $L$ of $X$ attains the minimum of $L V L^{T}$ over all left inverses $L$ of $X$

$$
L V L^{T}=\operatorname{Min}_{\substack{L \in R^{\wedge \times n} \\ L X=I_{k}}} L V L^{T}
$$

if and only if $L V R^{T}=0$, where R is a projector given by $R=I_{n}-X G$ for some generalized inverse $G$ of $X$.
A minimizing left inverse $L$ exists; a particular choice is G-GVR ${ }^{\mathrm{T}} \mathrm{HR}$, with any generalized inverse $H$ of $R V R^{T}$. The minimum admits the representation

$$
\operatorname{Min}_{\substack{L \in R \times \times \times n \\ L X=I_{k}}} L V L^{T}=\left(X^{T} V^{-1} X\right)^{-1}
$$
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and is attained by any matrix $L=\left(X^{T} V^{-1} X\right)^{-1} X^{T} H$, where $H$ is any generalized inverse of $V$.
By the theorem, the optimal estimator of $\beta$ is given by

$$
\begin{equation*}
\hat{\beta}=\left(X^{T} X\right)^{-1} X^{T} Y \tag{1.5}
\end{equation*}
$$

with the dispersion matrix

$$
\begin{equation*}
V(\hat{\beta})=\sigma^{2}\left(X^{T} X\right)^{-1} \tag{1.6}
\end{equation*}
$$

which depends on the values $x_{1}, x_{2}, x_{3}, \cdots, x_{n}$ of $x$, and the number of replications $N_{1}, N_{2}, N_{3}, \cdots, N_{n}$ such that $\sum_{i=1}^{n} N_{i}=N(\mathrm{~N}$ is the total number of observations)

Given the experimental design

$$
d_{n}=\left\{x_{1}, x_{2}, x_{3}, \cdots, x_{n} ; N_{1}, N_{2}, N_{3}, \cdots, N_{n}\right\}(1.7)
$$

with a finite $N$ and finite number $n(n \geq k+1)$ of distinct regression values in the interval $[a, b]$, the regression vector $x_{i}=\left(1, x_{i}, x_{i}^{2}, \cdots, x_{i}^{k}\right)^{T}, i=1,2, \cdots$ are called the support of $d_{n}$ written as:

$$
\begin{equation*}
\operatorname{supp} d_{n}=\left\{x_{1}, x_{2}, \cdots, x_{n}\right\} \tag{1.8}
\end{equation*}
$$

Accordingly, the matrix

$$
\begin{equation*}
X^{T} X=\sum_{i \leq x} N_{i} x_{i} x_{i}^{T} \tag{1.9}
\end{equation*}
$$

is called the information matrix of $d_{n}$ and is denoted by $M\left(d_{n}\right)$ (See [8])
Since matrix inversion is antitonic [1] the inverse dispersion matrix is

$$
V^{-1}(\hat{\beta})=\frac{1}{\sigma^{2}}\left(X^{T} X\right)=\frac{1}{\sigma^{2}} \sum_{i \leq x} N_{i} x_{i} x_{i}^{T}=\frac{1}{\sigma^{2}} M\left(d_{n}\right)
$$

Hence

$$
\begin{equation*}
V^{-1}(\hat{\beta})=\frac{N}{\sigma^{2}} \sum_{i \leq x} M\left(\frac{d_{n}}{N}\right) \tag{1.10}
\end{equation*}
$$

is the precision matrix for the design $d_{n}$ in the experimental domain $D=[a, b]$ and corresponding range $\chi=\left[\left(1, x, x^{2}, \cdots, x^{k}\right): x \in D\right] \in \mathbb{R}^{k+1}$.

Clearly, if the weights $w_{i}=\frac{N_{i}}{N}, i=1,2, \cdots, n$ are placed on the regression vectors, they vary continuously in the closed interval $[0,1]$ such that $w_{1}+w_{2}+w_{3}+\cdots+w_{n}=1$. Thus the precision matrix becomes.

$$
\begin{equation*}
V^{-1}(\hat{\beta})=\frac{N}{\sigma^{2}} \sum_{i \leq k} w_{i} x_{i} x_{i}^{T} \tag{1.11}
\end{equation*}
$$

and the design (1.7) becomes

$$
\begin{equation*}
d_{n}=\left\{x_{1}, x_{2}, \cdots, x_{n} ; w_{1}, w_{2}, \cdots, w_{n}\right\} \tag{1.12}
\end{equation*}
$$

where $n>k+1$
For simplicity [12, 13], take $\sigma^{2}=I$, the dispersion matrix for design (1.12) is
$V(\hat{\beta})=\left(X^{T} D_{n} X\right)^{-1}$
and the information matrix

$$
M\left(d_{n}\right)=X^{T} D_{n} X
$$

where

$$
X=\left(\begin{array}{ccccc}
1 & x_{1} & x_{1}^{2} & \cdots & x_{1}^{k} \\
1 & x_{2} & x_{2}^{2} & \cdots & x_{2}^{k} \\
\vdots & \vdots & \vdots & \cdots & \vdots \\
1 & x_{n} & x_{n}^{2} & \cdots & x_{n}^{k}
\end{array}\right) \text { and } D_{n}=\operatorname{diag}\left(w_{1}, w_{2}, \cdots, w_{n}\right)
$$

2.0 Materials and Methods

Define the experimental symmetric domain $D=[1,-1] \quad[10]$ with the regression range $\chi=\left\{\left(1, x, x^{2}, \cdots, x^{k}\right)^{T}: x \in D\right\}$ Let $d_{n}^{R}$ be the reflected design for (1.1) with respect to (1.2).

$$
\begin{equation*}
d_{n}^{R}=\left(-x_{1}, x_{2}, \cdots,-x_{n} ; w_{1}, w_{2}, \cdots, w_{n}\right) \tag{2.1}
\end{equation*}
$$

Accordingly, the design $d_{n}$ and $d_{n}^{R}$ have the same even moments while the odd moments of $d^{R}$ have a reversed sign. (See [4])

Let $M\left(d_{n}^{R}\right)$ be the information $(k+1) \times(k+1)$ matrix of the design $d_{n}^{R}$.

$$
\begin{equation*}
M\left(d_{n}^{R}\right)=Q M\left(d_{n}\right) Q \tag{2.2}
\end{equation*}
$$

where $Q=\operatorname{diag}(-1,1,-1, \cdots, \pm 1)$ is a diagonal matrix. Hence, the symmetric design

$$
\begin{equation*}
d_{n}^{*}=\frac{1}{2}\left(d_{n}+d_{n}^{R}\right)=\left\{ \pm x_{i}, \frac{w_{i}}{2}, \frac{w_{i}}{2} / i=1,2, \cdots, n\right\} \tag{2.3}
\end{equation*}
$$

assigns the weights $\frac{w_{i}}{2}$ to $x_{i}$ and $-x_{i}$ for each $i$. Clearly, the information matrix for $d_{n}^{*}$ is

$$
\begin{align*}
M\left(d_{n}^{*}\right) & =\frac{1}{2}\left[M\left(d_{n}\right)+M\left(d_{n}^{R}\right)\right]  \tag{2.4}\\
& =\frac{1}{2}\left[M\left(d_{n}\right)+Q M\left(d_{n}\right) Q\right]
\end{align*}
$$

By similarity transformation $M\left(d_{n}\right)$ and $M\left(d_{n}^{R}\right)$ have the same eigenvalue. Since optimality criterion, $\phi$ is super-additive (Atkinson and Donev, 2002; Atkinsion et al, 2007)

$$
\begin{equation*}
\phi\left[M\left(d_{n}^{*}\right)\right]=\phi\left[\frac{1}{2}\left[M\left(d_{n}\right)+M\left(d_{n}^{R}\right)\right]\right] \geq \phi\left[M\left(d_{n}\right)\right] \tag{2.5}
\end{equation*}
$$

which according to Pukelsheim (2006) shows that symmetrization improves the value of the criterion $\phi$ or at least it guarantees the same value as long as $\phi$ is supper-additive and invariant with respect to the reflection.

According to [7], comparison of designs is based on dispersion matrices of the estimator of the regression parameters. Let $\hat{\beta}_{1}$ and $\hat{\beta}_{2}$ be the esimators of $\beta$ under designs $d_{1}$ and $d_{2}$. If $V\left(\hat{\beta}_{1}\right) \leq V\left(\hat{\beta}_{2}\right)$, we say that the design $d_{1}$ dominates design $d_{2}$. Pukelsheim and Studden [9] define optimality criterion $\phi$ as supper-additive function from the closed cone of nonnegative definite matrix into a real line. The most prominent optimality criteria are the matrix means $\phi_{p}$ for $p \in(-\infty, 1)$. The classical $A-, D-, V-, E-$ and $T$ criteria are special cases of matrix means (see [10]).

According to $[4,11]$, the standardized variance for comparing designs is

$$
\begin{equation*}
\tilde{V}\left(x, d_{n}^{*}\right)=\frac{V(\hat{Y})}{\sigma^{2}} \tag{2.6}
\end{equation*}
$$

where

$$
\begin{align*}
V(\hat{Y}) & =\sigma^{2} f^{T}(x) M^{-1}\left(d_{n}^{*}\right) f(x), \text { provided }\left|M\left(d_{n}^{*}\right)\right| \neq 0  \tag{2.7}\\
f(x) & =\left(1, x, x^{2}, \cdots, x^{k}\right)^{T}
\end{align*}
$$

Fedorov [3] and Kiefer [5] established the following equivalence conditions for $d_{n}^{*}$
(i) the design $d_{n}^{*}$ minimizes $\phi\left[M\left(d_{n}^{*}\right)\right]$
(ii) the minimum of $\tilde{V}\left(x, d_{n}^{*}\right) \geq 0$ for $x \in D$
(iii) the variance $\tilde{V}\left(x, d_{n}^{*}\right)$ achieves its minimum at the points of the design, $d_{n}^{*}$.

By condition (ii), the design $d_{n}^{*}$ is D-optimum if $\max _{x \in D} \tilde{V}\left(x, d_{n}^{*}\right) \leq p$, where p is the number of support points of the design, $d_{n}^{*}$. The design $d_{n}^{*}$ is $A-, V-$, and $D-$ optimal in the class of designs if $d_{n}^{*}$ has
(i) $\quad \min \operatorname{tr}\left(X^{T} D_{T} X\right)^{-1}$
(ii) $\operatorname{Min}_{x \in D} V(\hat{Y})$
(iii) $\operatorname{Min}\left\lfloor\operatorname{Max}_{x \in D} \tilde{V}\left(x, d_{n}^{*}\right)\right]$, respectively.
int Symmetric Quadratic Regression Designs

| 3-point symmetric Quadratic Regression Designs $d_{3}^{*}$ on $[-1,1]$ | Information matrix $M\left(d_{3}^{*}\right)$ | $M^{-1}\left(d_{3}^{*}\right)$ | $\left\|M\left(d_{3}^{*}\right)\right\|$ | $\begin{aligned} & \text { Trace of } \\ & M^{-1}\left(d_{3}^{*}\right) \end{aligned}$ | $V(\hat{Y})$ | $\min _{x \in D} V(\hat{Y})$ | $\tilde{V}\left(x, d_{3}^{*}\right)$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\left\{-1,0,1 ; \frac{1}{3}, \frac{1}{3}, \frac{1}{3}\right\}$ | $\frac{1}{3}\left(\begin{array}{lll}3 & 0 & 2 \\ 0 & 2 & 0 \\ 2 & 0 & 2\end{array}\right)$ | $\frac{3}{2}\left(\begin{array}{ccc}2 & 0 & -2 \\ 0 & 1 & 0 \\ -2 & 0 & 3\end{array}\right)$ | $\frac{4}{27}$ | 9 | $\frac{\sigma^{2}}{2}\left(9 x^{4}-9 x^{2}+6\right)$ | $3 \sigma^{2}$ | $\frac{1}{2}\left(9 x^{4}-x^{2}+6\right)$ |  |
| $\left\{-1,0,1 ; \frac{1}{4}, \frac{1}{2}, \frac{1}{4}\right\}$ | $\frac{1}{2}\left(\begin{array}{lll}2 & 0 & 1 \\ 0 & 1 & 0 \\ 1 & 0 & 1\end{array}\right)$ | $\left(\begin{array}{ccc}2 & 0 & -2 \\ 0 & 2 & 0 \\ -2 & 0 & 4\end{array}\right)$ | $\frac{1}{8}$ | 8 | $2 \sigma^{2}\left(2 x^{4}-x^{2}+1\right)$ | $2 \sigma^{2}$ | $2\left(2 x^{4}-x^{2}+1\right)$ |  |
| $\left\{-1,0,1 ; \frac{1}{5}, \frac{3}{5}, \frac{1}{5}\right\}$ | $\frac{1}{5}\left(\begin{array}{lll}5 & 0 & 2 \\ 0 & 2 & 0 \\ 2 & 0 & 2\end{array}\right)$ | $\frac{5}{6}\left(\begin{array}{cccc}2 & 0 & -2 \\ 0 & 3 & 0 \\ -2 & 0 & 5\end{array}\right)$ | $\frac{12}{125}$ | $\frac{25}{3}$ | $\frac{5 \sigma^{2}}{6}\left(5 x^{4}+2\right)$ | $\frac{5 \sigma^{2}}{3}$ | $\frac{5}{6}\left(5 x^{4}+2\right)$ |  |
| $\left\{-1,0,1 ; \frac{2}{5}, \frac{1}{5}, \frac{2}{5}\right\}$ | $\frac{1}{5}\left(\begin{array}{lll}5 & 0 & 4 \\ 0 & 4 & 0 \\ 4 & 0 & 4\end{array}\right)$ | $\frac{5}{4}\left(\begin{array}{ccc}4 & 0 & -4 \\ 0 & 1 & 0 \\ -4 & 0 & 5\end{array}\right)$ | $\frac{16}{125}$ | $\frac{25}{2}$ | $\frac{5 \sigma^{2}}{6}\left(5 x^{4}-7 x^{2}+4\right)$ | $\frac{5 \sigma^{2}}{2}$ | $\frac{5}{4}\left(5 x^{4}-7 x^{2}+4\right)$ |  |
| $\left\{-1,0,1 ; \frac{1}{6}, \frac{2}{3}, \frac{1}{6}\right\}$ | $\frac{1}{3}\left(\begin{array}{lll}3 & 0 & 1 \\ 0 & 1 & 0 \\ 1 & 0 & 1\end{array}\right)$ | $\frac{3}{2}\left(\begin{array}{cccc}1 & 0 & -1 \\ 0 & 2 & 0 \\ -1 & 0 & 3\end{array}\right)$ | $\frac{1}{9}$ | 9 | $\frac{3 \sigma^{2}}{2}\left(3 x^{4}+1\right)$ | $\frac{3}{2} \sigma^{2}$ | $9\left(3 x^{4}+1\right)$ |  |
| $\left\{-1,0,1 ; \frac{1}{3}, \frac{1}{2}, \frac{1}{6}\right\}$ | $\frac{1}{6}\left(\begin{array}{cccc}6 & -1 & 3 \\ -1 & 3 & -1 \\ 3 & -1 & 3\end{array}\right)$ | $\frac{1}{4}\left(\begin{array}{ccc}8 & 0 & -8 \\ 0 & 9 & 3 \\ -8 & 3 & 17\end{array}\right)$ | $\frac{1}{9}$ | $\frac{17}{2}$ | $\begin{aligned} & \frac{\sigma^{2}}{4}\left(17 x^{4}+6 x^{3}-\right. \\ & \left.25 x^{2}+8\right) \end{aligned}$ | $\frac{3}{2} \sigma^{2}$ | $\begin{aligned} & \frac{3}{2}\left(17 x^{4}+6 x^{3}-\right. \\ & \left.25 x^{2}+8\right) \end{aligned}$ | D |
| $\left\{-1,0,1 ; \frac{3}{7}, \frac{1}{7}, \frac{3}{7}\right\}$ | $\frac{1}{7}\left(\begin{array}{lll}7 & 0 & 6 \\ 0 & 6 & 0 \\ 6 & 0 & 6\end{array}\right)$ | $\frac{7}{6}\left(\begin{array}{cccc}6 & 0 & -6 \\ 0 & 1 & 0 \\ -6 & 0 & 7\end{array}\right)$ | $\frac{36}{343}$ | $\frac{49}{3}$ | $\frac{7 \sigma^{2}}{6}\left(7 x^{4}-6 x^{2}+6\right)$ | $7 \sigma^{2}$ | $\frac{49}{6}\left(7 x^{4}-6 x^{2}+6\right.$ |  |

### 4.0 Discussion

Clearly, we have constructed a 3 -point symmetric quadratic regression design $\left\{-1,0,1, \frac{1}{4}, \frac{1}{2}, \frac{1}{4}\right\}$, which is Aoptimal. Also the 3 -point symmetric quadratic regression designs $\left\{-1,0,1, \frac{2}{5}, \frac{1}{5}, \frac{2}{5}\right\},\left\{-1,0,1, \frac{1}{3}, \frac{1}{3}, \frac{1}{3}\right\}$, and $\left\{-1,0,1, \frac{1}{3}, \frac{1}{2}, \frac{1}{6}\right\}$ are D-optimal. But the designs $\left\{-1,0,1, \frac{1}{6}, \frac{2}{3}, \frac{1}{6}\right\}$ and $\left\{-1,0,1, \frac{1}{3}, \frac{1}{2}, \frac{1}{6}\right\}$ are V-optimal among the class of designs constructed.
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