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Abstract

This paper presents an estimation of an oil and gas seismic data acquisition process
which incorporates a priori knowledge of noise contamination in the measured data. A
conceptual simplicity of parameter and state estimation by a least squares computational
algorithm was developed and a filter was postulated to define the error covariance
matrix which yielded unbiased estimates of the measured data.
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1 Introduction:

The conventional seismic exploration method indHeand gas industry is by acoustic means whereong waves in the
frequency range ot 0—21000 cycles per sec [1] are propagated into the earth’s crust. Thendouave travels deep, up to

10 miles, in the earth and returns bringing back irtguatrinformation with it. In a related study invislg acoustic liquid

level surveys by data acquisition method [2], thenplete acoustic signal record from the shot tolithad level reflection
employs digital filtering [3] and signal processitigestablish a guaranteed interpretation of tipeidi level position. Signal
filtration in this application provides additiongtocessing techniques, under operator controlbtailm accurate results in oil
wells with shallow liquid levels and noisy well lesr This is enhanced by inclusion of an analodter 4] to reduce the
interference from signals generated by the refiastiat the tubing collars, and to ensure thatithed level signal could be
detected in the majority of the cases. In oil ard geismic exploration [5, 6], the fundamental cioje is markedly
enhanced by increasing the signal-to-noise ratihénrecorded data. One method of doing this ugiagacoustic method [7,
2] was to filter measured values to reject undbgirdigh frequency components. This was achievedpagsing the
measurements through simple low-pass filters beformecting to the input. The cut-off frequencytiod filter would then
be selected in conjunction with the sampling andvecsion rates in order to satisfy a given samplimgorem while
preserving the signal components of interest. Tethod [5] was entrenched in the estimation of paetars or states from a
set of correlated data, using least squares md#)d@] and has a wide field of application whicltludes data smoothing.
the problem is generally concerned with identifythg parameters of noisy dynamic processes.

In this study, we developed a least squares caatipotl algorithm for application to noise attenomtin oil and gas
seismic data acquisition using the filter desigilgdophy due to Hsiao and Wang [3]. A control systevas modelled
assuming all the noise processes were indeperifleistreduced the problem to one of optimal conivbereby a filter was
designed to give a minimum variance estimate ufiegmeasured values of the input and output ofstlstem. Because
measurements invariably contain errors [10 — 18}, @pproach to the problem utilized the conceptprabability and
statistics in which state estimation was addrebseduse noise was known to be correlated with #esared data [13, 14].

Methodology

The seismic data acquisition was preceded witmtapf geophones, fibre cables, remote data aciuigihits and recorder
takeout units. The geophone arrays were conneatekéout units via fibre optic strands which atsonect the remote data
acquisition units in cascade to form an unbrokeairctof cable stations and remote data acquisitioits that route the

seismic
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wavelets to and from the recording units. The aeglidata was directed from the earth through saiseters for filtration
and digitization. In digital signal processing [11%], the analogue-to-digital converter (ADC) giv@gh resolution of the
data based on continuous integration and oversagplicombination with carefully designed low-péitters (fig. 1) which
eliminates gaps in the sampling process. The negédiedback from the output (fig. 1) along thebit digital-to-analogue
converter (DAC) and the sum amplifier at the inpetre performed at a high sample rate, transfettiegquantization noise
into the stop band of the digital low-pass filtey; decimation. In the process, the sampled an&aignal was fed to the
sum amplifier along with the output of the bit digital-to-analogue converter (DAC). The integthtéfference signal was
fed to the strobed comparator whose output santpkeslifference signal at the sampling frequency yrtames that of the
analogue signal frequency. The output of the coatparprovides the digital input for thg-bit digital-to-analogue
converter (DAC). Thus, the system functions on gatige feedback loop which minimizes the differes@nal by tracking
the input. The integrator was continuously fed wtita differential signal and there was no gapsh@analogue input signal
as introduced by sample and hold devices. Thealligiformation representing the analogue inputagdt was coded in the
polarities of the pulse train appearing at the outd the comparator which can be retrieved asrallghbinary data word
applying a digital filter operator.

C
UM Amplifiey 1-Bit ADC
Analogue Inpu
> —
+ Serial Bit Strearr

Integrator  Srobed Comparatd to the Digital
Decimation Filter

1-Bit DAC
gFil: A Continuous Sampling Signal Modulator

The State Estimation Problem:

The least squares estimation of the process watufated on the basis of maximum likelihood and Bé#gye techniques [17,
18] using statistical information in terms of joimtobability distribution functions. The estimatiproblem was carried out
for a sequence of the process and the noise matiethe best and simplest possible model was obthi Estimation of the
process was based on the assumption that some of the parameters were unknown even though thectsire of the
differential equation characterizing the systermval as the initial and boundary conditions weraikable. This reduced the
problem to one of optimal control whereby the esttmate using the measured values of the inputoaiplt the system
were required. Because our measurements invariefhfained errors, solution of the problem utilizedncepts of
probability and statistics in which the problem eebded state estimation because noise was knoln ¢orrelated with the
measured data. This was obtained at the same e garameters during which filtration was maodain the processing
of the data. Computation of the optimal estimatbéghvrelied on convergence of the iteration empiowes accomplished
through sequential filtration of the estimate.

The Computational Algorithm:

We modelled the processathematically as follows:
X =8 TV, (1)
Yien = Mg + Wy @
and the predictor
X,y =X, (3)
Yia =X, @
Now, if we ignore the control input and assume #tatmet, =0 a best estimate(ii of the state is available, then the best
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prediction of X at timet;,; is expressed as

Xy = ax; ()
where i = x( ﬁj .Attime t =t;,;, a measurement is available as follows
i
Vi = WXy + Wy (6)
Now let
Fis1 = Yir ™ Yin
= Y~ hax @)
To improve on the estimatleii+1 we required an addition of a proportiondy, , , that is,
o
Xi|+1 - Xi|+1 + ki +1 (d’iﬂ)
= axiI + ki +1 (yl + haxil ) (8)
where axii are the prediction anl; (yi+1 - haxii ) the desired correction. We now defidk,,; as follows
G = X ~ X €
and P = El,d(izﬂl (10)
Then ., = (1 +k,h)ad +(1 =k hv, +k . w., (11)

El,d(iﬂd(iTﬂJ = pii-:ll
= (I =ku;h)apia™ (I = k.;h)" + (1 =k;h)GQG T (I - ki.sh)" + ki RK L, (12)
We requiredk;,, such that piiﬁ is a minimum. We did this by evaluating the diéfietial

0 i _ (13)

aki+1 pi+l
and then substituting

pl.=apa’ +GQG’ (14)
to obtain

I(|+1 = p||+1hT (hp ||+1hT + R)_l (15)
Now with the process given by

Xiq =ax tV, (16)

Vi = + Wy (17)
with the predictor

Xi,g = aX; (18)

Yia = Xy (19)
the time-varying gairki+1 was evaluated by defining the estimation error

_ i+l

d(i+1 - Xi+1 - Xi|+1 (20)
The mean value ofX,,, = 0 and the variance ofx,,, was obtained as

El(a2, )| = pi 1)

which is a function ofk;,, . From the process and filter equations, we obthaine
Ky = Xy ~ Xt
=ax tv, - |,"3‘Xii +Kiyy (Yi a- hXii+1)]
=ax TV, - axii - ki+1|,h(axi TV, )+ Wi — h(axii )J
= a(xi - Xii )_ ki+1ha(xi - Xii )+ Vi + ki hv + kg,
= (L-kush)adk +(L-k.shV, + kW, (22)
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Therefore
El,dill = pi'fll

= (1_ ki+1h)2 a2 p| (1 k|+1h) Qi + ki2+1Ri+1 (23)
since
E[d(l +1] E[V|VV|+1] E[d( ] 0 (24)
All noise processes were assumed to give a minivanance estimate o;f(l':i as follows
a)(z (p::ll) -2(L-k.;h)ha’p! - 2(L- k., ,h)hQ, + 2k ;R = 0 (25)
Let a’p = Pl (26)
then the predicted variance becomes
et = Plah(h®pl + Rut)” @)
and p:::l]: - (1 k|+1h) p|+1 (28)
G (pi)= -2k n)ap) - 20 khhQ, + 2KR.,
= _2(1 k|+1h)hp|+1 + 2k|+1R+1 (29)
where pI+1 A a’ pI +Q = Eld(I+l J (30)
and
E[vi 2] =Q (31)

RESULTS AND DISCUSSION
A set of oil and gas seismic data was defined f&ingle-input single-output system as follows:

Time () 0 1 2 3 4
Input u(i) 1 -1 -1 1 1
ouputy(i+1) | -01 | 056 | -034 | —063 | 042

The system was identified usmg a discrete weighsequence
y(i+1)= Zh( Jui-2)+v(i-1)

Here, we formulated a sequential least squareegure forﬁ(O) and ﬁ(l) as follows
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4 1
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This result gives an unbiased estimate of the szdadta.

Conclusion

A stochastic time-invariant model has been deadior linear filtering and prediction of statedit and gas seismic
data acquisition. The model provides a processiehrtique under operator control for eliminating ihierference from
signals generated by seismic wave reflections éurttown in the earth’s crust. The convergence ambralescribed in this
work operates on the basis of data filtration. Phlent itself is represented by a stable, linearapgter-dependent state
model. The filtration algorithm guarantees staldaagation of the residuals.
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