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Abstract

A realization of the state model of a liquid level control system is presented for
establishing the structure of a class of nonlinear systems with feedback loops which
can be employed for liquid level control in petroleum storage tanks. The results
presented here are intended for application, among others, in determining optimum
operating conditions of storage tanks of various types used in industry, and will thus
open up a new and challenging area of study especially in selection and tuning of
universal controllers for achieving the desired results. typical examples were
considered to indicate the corresponding application.

1. Introduction:

The need for control of liquid level in chemicalgameering systems to improve quality and to opténgroduction
efficiency is becoming more pronounced. To deahliis problem, adaptive control algorithms haverbdeveloped [1 —
3] most of which use on-line parameter estimatechhiques. Several methods have also been proposetgprove the
numerical robustness of the estimator. These mstheglire a priori information concerning the psxé be controlled
to enable choice of specific parameters such asegponse time, transportation lag and stabilifyalDthe variables that
are of interest in measurement and control, lidena appears to be the most straightforward. tlhésvariable most easily
measured directly, and it is unique in its simpyi@f dimension. Whereas pressure is force- pet-angia, flow is volume
per-unit-time, and temperature is the measureefthivity of molecules, liquid-level is merely a&asure of length. As a
result of its simple character, liquid-level lenttiself readily to numerous means of inferential m@ament. This is
particularly true in the petroleuindustry, where the determination of liquid-levelmany cases has a direct bearing on the
amount of money that changes hands between custamdethe producers. In such instance the accurhtigud-level
measurement and control is required to be of highegticable quality. In liquid level control deeis, the forces needed to
operate the control valves is provided by ON-OFRa&vng operation of the form associated by relgmaimics. In relay
control applications, the magnitude of the correctaction is independent of the error, but the firthis constant
corrective action is directly dependent on the sifjthe error signal.

The liquid level control devices considered in thiisdy employs a thermostat to supply 24 volth&doli of a relay,
which switches 220 Volts to open or close the int@ive of the liquid storage tank. The power istshéd on when the
liquid level in the storage tank is two low and waffien the liquid level exceeds the desired valnkeilent within all relay
elements is a certain amount of dead-band (or dead), and this is used to ensure that as the ergnitude is less than
some defined value there is no corrective actioreléctrical relays this dead-band arises becdugsedils require a finite
amount of current to activate the relay contaatsmechanical (i.e. hydraulic) systems, value oyertay be present to
reduce fluid leakage of porting (i.e. fluid inldtlg-off), and this creates a dead-band [4, 5]. Bbadd (or dead zones or
threshold) is a kind of nonlinearity which exists $ome control systems. It is typical in a reldyao ON-OFF
servomechanism. In this system, there must be $oshenotion of the armature in moving from one emntto the other.
The extent of the movement over which neither atintareached gives rise to a dead zone (or dead) lmever which the
output is zero. Graphically, the dead zone effedtustrated in fig. 1.

This nonlinearity is single—valued, i.e., ther@iy one output value. There is yet a backlashineatity effect which
results in the occurrence of the phenomenon ofehgt. When two values of output can occur forshme input, when
the input is rising and the other when the inpufaling, the phenomenon of hysteretic is said tew. This class of
nonlinearity is associated with inductive electricacuits and is commonly met in mechanical systasna result of
backlash in gears and linkages. The presence dflo@ad may cause the system to exhibit self-suediadscillations of
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constant amplitude and frequency, referred torag tiycle [6 — 8]. Control over the size of the ddzand to prevent limit
cycles can only be exercised if the magnitudeshefdignals within a system are known. A changéédget point of a
system could, for example, be responsible for tieebof a limit cycle oscillation.

Analytical methods do exist which enable the plaperator to predict the dead band widths for giggmal
magnitudes which would cause limit cycle conditiofke limit cycle phenomenon [8] can be used tcaathge in certain
industrial situations to over come problems of eafiliction which may otherwise lead to malfuncteomd component
failure. When mechanical surface are operatedidlingl contact, there exist at least three typesetdrding force called
friction [9, 10]. These are (a) coulomb friction ish is a constant opposing force (independent tdoity), (b) stiction
which is the force required to initiate relative tta when the surfaces are at rest. In generdlaseiiat rest appear to stick
and the force required to initiate motion is gredlb@n the force required to maintain motion. (befe is viscous friction
which often predominates in control problems. TikiSorce proportional to the relative velocity betm the surfaces.

. : - . : : _ _ dx
Mathematically, the viscous friction force is profional to the velocity of the motion and is exmed as f a where

f is the viscous frictional constant in Newton pesten/sec. The frictional force is represented gicgly in fig. 2.

* Frictional
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Fig. 1 Fig. 2

In rotational system, these frictional forces (nmmulomb, stiction and viscous) give rise to tidoal torques. Thus
we have three basic types of frictional torques @lgm{a) Coulombs frictional torques, (b) Stictimmque, and (c) Viscous

frictional torque. These torques are representaghdcally in fig. 3.Aa and Ab are the respective incremental increases
in the frictional forces (and torques) and velocity
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Fig. 3
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The viscous component of the frictional torque mffgredominates in control system, and this may bscribed
: - dé . . - -
mathematically as Frictional torquef =— , wheref is the viscous frictional torque constant havimits ofNm per rad/s.

In the operation of the pilot valve air or otheitable gas under pressure is applied. Adjustahbie isaattached to the rotary
shaft and is therefore driven by the motion offtbat element. A roller of the valve assembly rideminst the cam and is
linked to a pedal that actuates the pilot stem. Dward movement of the pilot stem acting throughdtee! closes exhaust
port and opens inlet, port, allowing supply airfleow into the surrounding cavity and out to the tohvalve diaphragm.
As the

pressure on the diaphragm and in the lower cavithe pilot valve increases, bellows whose exterime under the same
pressure because of the equalizing port, will bmpressed against the spring. Eventually the spsitigoe compressed
until, at equilibrium, the inlet valve is close,dapressure on the diaphragm actuator is maintahedfixed valve. Should
the cam move on the opposite direction the exhpostwill open, allowing pressure on the actuatobteed off until
equilibrium is again established.

A class of pilot-operated liquid-level controllesscapable of giving excellent control and can kedento withstand
considerable pressure [11 — 13]. Friction in themp shaft stuffing box can be source of error, With modern Teflon
packing and the use of thinner shafts, made pasbsiplthe decreased load, the error is apt to bgnifisant. One other
source of error is that arising from a possiblengj@ain specific gravity of the liquid under contr@bviously, a decrease in
specific gravity of the liquid will allow the flodb sink deeper, thus producing an error [14]. Aeréase in specific gravity
will cause a change in the level indicator. Thistimn will cause the density and specific gravity change with
temperature. This change for many liquids is sigaift and therefore must be taken into accounhdpar more significant
than changes due to temperature variations is dbethat the density of the fluid will vary withsitquality. This is
particularly significant in the case of petroleundats products.

The study establishes the appropriate design datevel control in gasoline storage tanks charatd by nonlinear
effects.

THE DESIGN OF THE LIQUID LEVEL CONTROL SYSTEM

The liquid level control system was modelled irstbtudy by a spring-mass-damper interconnectiowstschematically
in fig. 4.
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Fig. 4: A Model of Liquid Level Control System.

The equation of motion may be written as follows:
d?x(t)
dt?

which may be expressed as

mi(%j+fi+ Kx=0 (2)
dt\ dt dt

m

+ f d;(?) +Kx(t)=0 (1)

dx . _ L . .
Wherea is velocity andk position. Now if we write

dx .
— =velocity= 3
at y=y 3

then the equation of motion becomes
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m%+fy+Kx:0 (4)
Also ﬂ:ﬂ_%:ﬂ_y (5)
dt dx dt dx

Finally, this may be written as:

dy _ [ Kx+Ty
dx my

(6)

This equation contains only two variables namelgndy, and may be investigated in &afy or phase-planeTo sketch the
phase-plane diagram fay versusy

y+2y+4y=0
This is written as
dy _dy
—2+2-24y=0 7
dt? dt y ")
dy
Let = 8
e v ot 8)
then Q:i(d_yj:gzvd—v (9)
dt dtldt) dt dy

Equation (1) then becomes

vﬂ’+2v+4y=o (10)
dy

dv_ _(2‘“’43/) (12)

dy v

Since the variables are not separable, methodolihes is used in drawing the trajectory

dv
Let d_ =K, say, so that (11) becomes
y

4

Kv =— (2v + 4y), giving Kv + 2v = -4y, so that v= y

k+2
4
iev=— y 12)
k+2
Equation (12) is a straight line relationshipviandy; it has the slope in = n
+
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Fig.5
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For various values df we found the slopm, and drew in lines with these slopes. In ordgsltd the trajectory, we started
form any convenient point, say, at a pointkor —2, sayp. Now consider the mean Kf= -2 andK = -3

-2-3
e ——=-25
2
Now we drew a linda form K = —3 with slope —2.5 as shown above
-3-4

=-35

ForK = -3 andK = —4, slope =

Also we drew a line froma to b with slope-3.5 and so and for convenience the slope on twooadhfi opposite quadrants
were drawn roughly, and the trajectory traced calsein the end.

Results and Discussion

Often level control depends on numerous parametdrish must be constant or allowed to vary in véght intervals.
The solution of installing control loops independefeach other, one for each variable, is sometim®ossible and, in
any case, does not ensure satisfactory results.ildue to that fact that the variables are gfteysically linked to each
other. Moreover there are some variables which aabe controlled and thus cause disturbance t@dinérol loops. For
these reasons it is necessary to establish thecahysinciples on which the process is based. Willsenhance selection
of adequate control methods.

The phase plane analysis is only successfully eqiplie to systems the linear part of which can becrileed by a
second order differential equation. The methodeisiiyapplicable to system with time-varying paraengt The form of the
input signalr(t) is limited to initial conditions only. This in fa@allows steps or ramp inputs which can be incatsut as

d
constant, but sinusoidal or random input is naivadlble. The Phase Plane Plot is a pIo{a% vertically againsk, wherex

is a function of timet] and is the system output or the error. The gémepaation which can be studied under the above
rules is the equation of an unexpected second sideem:

ax+bx+cx=K (a constant) (13)
wherea, b, andc need not be constant coefficient but can be dep#ngbon the magnitude of x, or the first derivativ

of magnitudex, thus covering a wide range of non-linear system.

Conclusions

A representation for nonlinear multivariable syssesmilar to that of (1) has been used by Cook g}, his analysis
was rather limited in scope and his viewpoint wadeqdifferent from that indicated in this papehelrepresentation (1)
and the approach adopted in this study are consiatith the existing literature [2, 7, 8] involviren interconnection of
sub units. A considerable effort has been devatetiis study to the development of conditions whictarantees stability
of the nonlinear liquid level control systems. @fiforts are also verifiable for application to fuespcy response analysis
nonlinearities in the interconnection of the sulisitHowever, these results have not yet provedpbetely satisfactory in
practice since the associated conditions are ekuglgdlifficult. Nevertheless, recent efforts haween made to derive
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simpler conditions, which should be easier to yerifi particular, we have required that each lingalbsystem in our
approach satisfy a certain scalar conditions; stditions are easily verifiable and serve as thérpoint of difference
between the results of this paper and those olatapreviously. In addition, our conditions indicatather explicit
relationships between the variables, which guagastability. Consequently, our results should bi&able as a basis for

designing nonlinear multivariable systems which stable. We have been able to obtain conditionsstability in this
form as a consequence of the structure of the septation (1).
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