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Abstract 

 
Completely randomized designs (CRDs) are designs in which treatments are allotted to 

the experimental units by chance. The designs include the unconstrained CRD, the zero-sum 
constraint CRD and the baseline constraint CRD. Since there are several CRDs, we are faced 
with choosing a design that will yield the optimal result. In this paper, we present the use of 
the D-optimality criterion as an objective tool in making such a choice. The study shows that 
the baseline constraint CRD is the most suitable choice of designs for an experiment with five 
treatments and six replicates.  
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1. Introduction: 
     Experimentation is one of the most common activities used by an investigator in order to understand and/or improve a system. 
The act of experimentation has received considerable attention in applied statistics and this has led to the increasing interest in 
experimental design. Experimental design is a body of knowledge and techniques that enable an investigator to conduct better 
experiments, analyze data efficiently, and make connections between the conclusions from the analysis and the original objectives 
of the investigation [9]. The basic principles, planning and implementation of an experiment have been documented by [9]. One of 
the methods to design an experiment is the use of completely randomized design (CRD). In CRD the treatments are assigned 
randomly to the experimental units. The reason for doing this is because of the assumption that the experimental material is 
relatively homogeneous and that the differences in yield from units receiving different treatments arise due to the differences 
between the treatments. Joshi [6] reported that the CRD is useful in laboratory experiments, in cookery, and in certain greenhouse 
studies. The linear model for CRD is of the form 

iijiij njkiy ,,1;,,1, KK ==∈++= τη ,                                                      (1)  

where ijy  is the j th observation with treatment i , iτ   is the i th treatment effect, the errors ij∈  are independent ),0( 2σN  with 

mean 0 and variance 2σ , k  is the number of treatments, and in  is the number of observations with treatment i .  

Our primary focus in this study is the use of D-optimality criterion to determine the CRD with the maximum information. The 
CRD considered include the unconstrained linear CRD model and the linear CRD model with the following constraints:  

i. the zero-sum constraint i.e. 0
1

=∑
=

k

i
iτ  and  

ii. the baseline constraint where treatment 1 is a standard treatment and the other )1( −k  treatments are new treatments.  

The implementation of the D-optimality criterion in doing this, is discussed. 
 
 1.1. Experimental designs in linear models  
In many practical and theoretical problems the CRD model is transformed to  

k
iiii Rxexy ⊂ℵ∈+= ,),( βη ,                                                                          (2) 
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where η  is a regression function, ie  is an independent identically distributed mean error term, β  is a parameter vector with m  

elements, ( ) k
m

T R⊂Ω∈= βββ ,,1 K , and ix  is the i th spectrum of the design. The choice of the function η  is  

 
central to the model building process. The error term is added to the model so as to account for distortions such as random errors 
resulting from inaccuracies in the measuring devices and systematic errors that are due to inappropriateness of the model function. 

The collection of variables ,1x Nnnnnxx
n

i
inn =∑

=1
212 ,,,,,,, KK , is called the design of an experiment )(Nξ , which is a 

probability measure ξ  on ℵ  supported by a finite set. For normalized design, )(Nξ  is the collection of variables

nppp ,,, 21 K ,  nxxx ,,, 21 K , where 1
1

=∑
=

n

i
ip  and 

N

n
p i

i = . Also, for a discrete design, 









=

n

n

ppp

xxx
N

K

K

21

21)(ξ , and for an exact design, 
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n

n

nnn

xxx
N

K

K

21

21)(ξ . If the number of replications is 

restricted to one (i.e. a replication-free design) then the observations would have a minimal distance between each other. In this 
case, the design space ℵ  is considered as a gird of Q  candidate points or possible measurement points (observations) (see [3]). 

So, the design problem becomes a combinatorial problem of selecting N  observations from Q  candidate points, and the solution 

of the problem will give an exact design with only one replication at each support point ( nN = ).  
 

Consider the linear model of the form )(),( xfx Tββη =  with the regression assumptions of independent errors and constant 

variance. The information matrix for the discrete design is given as ∑
=

=
n

i
i

T
ii xfxfpM

1

)()()(ξ  and the associated 

standardized variance function is )()()(),(var),( 1
^

xfMxfxxd T ξβηξ −=






= , where ),(
^

βη x  is the function obtained 

by substituting 
^

β  into ),( βη x . 
^

β  is the result of minimizing the sum of squares ( ) ( )βββ )()()( xfyxfyS TTT −−= . 

 
2.0 Materials and methods 
2.1 The D-optimality criterion for experimental designs. A very popular theorem in optimal experimental design 
literature is the General Equivalence Theorem (see [1, 5, and 7]). The use of optimality criteria in experimental design literature 
has gained prominence in recent times as a means of obtaining a better model for an experiment, when several experiments are 
being compared [4]. By the definition of information matrix and the associated variance function, [5] presented the following 
approaches for comparing experiments.  

i. Experiment 1ξ  is preferred to experiment 2ξ  if the difference )()( 22 ξξ DD −  is a positive-definite matrix. That is, 

21 ξξ >  if )()( 21 ξξ DD < , where )(•D  is the dispersion matrix given as )()( 1 •=• −MD . 

ii. 21 ξξ >  if )()( 21 ξξ DD < . 

iii. 21 ξξ >  if )()( 21 ξξ TrDTrD < . 

iv. 21 ξξ >  if )(max)(max 21 ξξ αααααα
DD < . 

v. 21 ξξ >  if ),(),( 21 ξϕξϕ DD < , where βϕ L=  and TLLDD )(),( ξξϕ = . L  is a matrix of coefficients. 

vi. 21 ξξ >  if for the dispersion of the respective estimators ),( 1

^

ξη x  and ),( 2

^

ξη x , the following inequality is 

satisfied: ),(max),(max 21 ξξ xdxd
ZxZx ∈∈

< , where ),( ξxd  is the dispersion of the estimates 

^^

)(),( ββη xfx T=  given as )()()(),( xfDxfxd T ξξ = . 
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vii. 21 ξξ >  if dxxddxxd

ZZ ∫∫ < ),(),( 21 ξξ .  

The region Z  may coincide with the region ℵ  of possible measurements, may be a subset of ℵ , or has no point in common 
with ℵ  (i.e. an extrapolation). 

[1] define D-optimality criterion design of experiment as a design that maximizes the determinant of the information matrix, 

)(ξM , or that minimizes )](det[ 1 ξ−M . For this reason, if pλλ ,,1 K , are eigenvalues of )(ξM , then the eigenvalues of 

)(1 ξ−M  are 
pλλ

1
,,

1

1

K , so that the design criterion can be stated as ∏
=

p

i i1

1
min

λ
 and the general measure of  

impression )}({ ξMΨ  becomes 
kp

i

k
i

k p
M

1

1
0

1
lim)}({ 








=Ψ ∑

=

−

→
λξ . The D-optimality criterion is invariant to non-degenerate 

linear transformation of the model. That is, a design which is D-optimum for the model ββη )(),( xfx T=  is also D-optimum 

for the model γγη )(),( xgx T=  if )()( xAfxg =  and 0≠A  for the unknown 1×p  vectors of parameters β  and γ  

respectively. D-optimality has the advantage of invariance as linear transformations leave the D-optimum design unchanged and 
that the optimum designs for quantitative factors do not depend upon the scale of the variables. For this reason we give preference 
to the D-optimality criterion amongst other criteria. [2] proposed a numerical construction of parameter maximum D-optimal 
designs in which the specification of a certain range for the unknown parameters is required. Under D-optimal designs, the 
significance of the treatments can be tested, in general, as follows [8]: 

0*)(*)(*)(: 210 ==== ξτξτξτ kH K   

vs kiH i ,,2,1,0*)(oneleastAt:1 K=≠ξτ , 

at α  level of significance, where *ξ  is the D-optimal design. The ANOVA table for this test is shown in Table 1. 

Table 1: The ANOVA table in respect of D-optimal designs. 
Source of 
variation 

Degree of 
freedom 

Sum of squares Mean squares 

Regression k  _
2

^^

*)(*)(*)(*)( yNXX TT −ξβξξξβ  
k

SSRegression
 

Residual 1−− kN  








 −






 − *)(*)(*)(*)(
^^

ξβξξβξ XyXy
T

 1

Residual

−− kN

SS
 

Total 1−N  _
2yNyyT −  

 
The F  statistic is computed as 

)1(*)(*)(*)(*)(

*)(*)(*)(*)(

^^

_
2

^^

−−






 −






 −









−

=
kNXyXy

kyNXX

F
T

TT

cal

ξβξξβξ

ξβξξξβ
. 

If )()1(, α−−> kNkcal FF , 0H  is rejected; otherwise, we do not reject 0H . 

2.2. Selection of a CRD model using D-optimality criterion. In this sub-section, we illustrate the use of the D-optimality criterion 
by considering the CRD model in equation (1) for 4=k  and 5== nni . The model in equation (1) is expressed in the form of 

equation (2), where the regression function ),( βη x  takes the linear form ββη Xx =),( . Here, 
T),,,,( 4321 ττττηβ =  

and the model matrix X  is systematically arranged treatment by treatment to have 520 ×  elements. The least squares estimate of 

β  is given as ( ) yXXX TT 1^ −=β , where XX T  is the information matrix. By the D-optimality criterion, the larger the value  
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of the determinant of XX T , the greater is the information contained in the design. Since different CRD models are compared, we 
indicate the different models by writing X  as )( νξX , where νξ  is the ν th CRD. Similarly, we write β  as )( νξβ . Suppose 

*ξ  is the design which satisfies ( ) κνξνν
,,1,)}({min K=Ψ

∀
M , where 

kp

i

k
i

k p
M

1

1
0

1
lim)}({ 








=Ψ ∑

=

−

→
λξν , then *ξ  is 

the D-optimum design.  
We implement the following designs on Matlab: 

i. the unconstrained linear CRD model;  

ii. the linear CRD model with the zero-sum constraint i.e. 0
1

=∑
=

k

i
iτ  and  

iii. the linear CRD model with the baseline constraint where treatment 1 is a standard treatment and the other )1( −k  

treatments are new treatments; for 5=k  and 6== nni .  

In the first case, the parameter vector ( )T
543211 )( τττττηξβ =  and the model matrix, )( 1ξX , is coded in 

Matlab as 
x1=[1 1 0 0 0 0; 1 0 1 0 0 0; 1 0 0 1 0 0; 1 0 0 0 1 0;1 00 0 0 1; 1 1 0 0 0 0; 1 0 
1 0 0 0; 1 0 0 1 0 0; 1 0 0 0 1 0;1 0 0 0 0 1; 1 1 0 0 0 0; 1 0 1 0 0 0; 1 0 0 1 0 
0; 1 0 0 0 1 0;1 0 0 0 0 1; 1 1 0 0 0 0; 1 0 1 0 0 0; 1 0 0 1 0 0; 1 0 0 0 1 0;1 0 
0 0 0 1; 1 1 0 0 0 0; 1 0 1 0 0 0; 1 0 0 1 0 0; 1 0 0 0 1 0;1 0 0 0 0 1; 1 1 0 0 0 
0; 1 0 1 0 0 0; 1 0 0 1 0 0; 1 0 0 0 1 0;1 0 0 0 0 1]; 

The model matrix, )( 2ξX , for the case of the zero-sum constraint is obtained by setting ∑
=

−=
4

1
5

i
iττ  in the parameter vector 

)( 1ξβ  so that, using the first four rows of the product )()( 11 ξβξX , we get  
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1

1

0

0

0

1

0

1

0

0

1

0

0

1

0

1

0

0

0

1

1

1

1

1

1

)()( 432111 ττττηξβξX .  

 

Thus ( )T
43212 )( ττττηξβ =  and )( 2ξX  is coded in Matlab as: 

x2=[1 1 0 0 0; 1 0 1 0 0; 1 0 0 1 0; 1 0 0 0 1; 1 -1 -1 -1 -1; 1 1 0 0 0; 1 0 1 0 0; 1 
0 0 1 0; 1 0 0 0 1; 1 -1 -1 -1 -1; 1 1 0 0 0; 1 0 1 0 0; 1 0 0 1 0; 1 0 0 0 1; 1 -1 -1 
-1 -1; 1 1 0 0 0; 1 0 1 0 0; 1 0 0 1 0; 1 0 0 0 1; 1 -1 -1 -1 -1; 1 1 0 0 0; 1 0 1 0 0; 
1 0 0 1 0; 1 0 0 0 1; 1 -1 -1 -1 -1; 1 1 0 0 0; 1 0 1 0 0; 1 0 0 1 0; 1 0 0 0 1; 1 -1 -
1  -1 -1]; 

To obtain the model matrix, )( 3ξX , of the baseline constraint, we drop the column of 1τ  in matrix )( 1ξX  so that 

( )T
54323 )( ττττηξβ = . The resulting model matrix )( 3ξX  is coded in Matlab as 

x3=[1 0 0 0 0; 1 1 0 0 0; 1 0 1 0 0; 1 0 0 1 0;1 0 0 0 1; 1 0 0 0 0; 1 1 0 0 0; 1 0 1 0 
0; 1 0 0 1 0;1 0 0 0 1; 1 0 0 0 0; 1 1 0 0 0; 1 0 1 0 0; 1 0 0 1 0;1 0 0 0 1; 1 0 0 0 
0; 1 1 0 0 0; 1 0 1 0 0; 1 0 0 1 0;1 0   0 0 1; 1 0 0 0 0; 1 1 0 0 0; 1 0 1 0 0; 1 0 0 
1 0;1 0 0 0 1; 1 0 0 0 0; 1 1 0 0 0; 1 0 1 0 0; 1 0 0 1 0;1 0 0 0 1]; 
 
The rows and columns of the model matrices are obtained using the following: a1=size(x1)  

a2=size(x2)  
a3=size(x3)  
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The general measure of impression )}({ ξMΨ  for the D-optimality criterion is 
kp

i

k
i

k p
M

1

1
0

1
lim)}({ 








=Ψ ∑

=

−

→
λξ , which 

simplifies as 

pp

i i

p

i ii

p

i

k
i

k pp
M

1

111
0

11
ln

1
exp

1
ln

1
limexp)}({ 








=









=




















=Ψ ∏∏∑

===

−

→ λλλ
λξ  (see [1]), where pλλ ,,1 K , are eigenvalues 

of ( ))()( νν ξξ XX T
, 3,2,1=ν . We compute the information matrix ( ))()( νν ξξ XX T

 for 3,2,1=ν , using a software, 

Matlab. 
 
3.0 Results 
 
We obtain the following results: 

 

( ) 0))(det(,

600006

060006

006006

000606

000066

6666630

)()()( 1111 =



























== ξξξξ MXXM T
, 

( ) 194400))(det(,

126660

612660

661260

666120

000030

)()()( 2222 =























== ξξξξ MXXM T
, and  

( ) 7776))(det(,

60006

06006

00606

00066

666630

)()()( 3333 =























== ξξξξ MXXM T
.  

where )( 1ξM , )( 2ξM , and )( 3ξM  are the information matrices for the designs 1ξ , 2ξ , and 3ξ , respectively. The 

eigenvalues, pλλ ,,1 K , are obtained from the characteristic equation of matrix ( ))()( νν ξξ XX T
 by solving 

( ) 0I)()( 1)(k1)(k =− +×+λξξ νν XX T
, where 1)(k1)(kI +×+  is a ( ) ( )11 +×+ kk  identity matrix. Using the Matlab package, the 

eigenvalues for each design are obtained from the codes: 
[v1,d1]=eig(inv(D1)),[v2,d2]=eig(inv(D2)), [v3,d3]=eig(inv(D3)), and we obtain the reciprocal of the eigenvalues for each design 
using the following codes: 

Reciprocal of eig( 1ξ ): b1=1/d1(1,1), b2=1/d1(2,2), b3=1/d1(3,3), b4=1/d1(4,4), b5=1/d1(5,5), b6=1/d1(6,6), 

Reciprocal of eig( 2ξ ):c1=1/d2(1,1), c2=1/d2(2,2), c3=1/d2(3,3), c4=1/d2(4,4), c5=1/d2(5,5), 

Reciprocal of eig( 3ξ ): e1=1/d3(1,1), e2=1/d3(2,2), e3=1/d3(3,3), e4=1/d3(4,4), e5=1/d3(5,5), 
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The criterion 
pp

i i

M

1

1

1
)}({ 








=Ψ ∏

= λ
ξ , for each design, is implemented in Matlab as 

criterion1=(b1*b2*b3*b4*b5*b6)^(1/a1(1,2)), criterion2=(c1*c2*c3*c4*c5)^(1/a2(1,2)), 
criterion3=(e1*e2*e3*e4*e5)^(1/a3(1,2)), 
 
wherein the most preferred CRD model is obtained using 
pref=min([criterion1,criterion2,criterion3]), 
 
The outputs from the Matlab package are as follows:  
criterion1 = Inf; criterion2 = 11.4219; criterion3 = 6.0000. 
 
4.0 Discussion 
The information matrix of design 2ξ   has the largest determinant value of 194400 when compared to other designs. Based on D-

optimality general measure of impression, D-optimum CRD is the design with the minimum measure (of 6) on its information 
matrix when compared to other designs. Hence, we choose the design 3ξ  with the baseline constraint as the D-optimum CRD for 

an experiment with five treatments and six replicates.  
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