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Abstract

In this paper we present the ETAQA (Efficient Technique for the Analysis of
Quasi-birth and death processes by Aggregation) approach for the exact
analysis of M/G/1 queueing processes. In contrast to other solution techniques
for the M/G/1, the ETAQA exploit the repetitive structure of the infinite
portion of the chain to derive a finite system of equations. The solutions
presented here are exact and less expensive when compared to other methods.
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1.0 Introduction

M/G/1 processes mean a queueing system with extiaharrival with a general single server. Many huats
are available for solving the M/G/1 processes. Assult of search for algorithm method suitable domputer
implementation
[3] developed a matrix analytic method to solve M&5/I and GI/M/1 queuing systems. Neuts arguedlt th
probabilistic method should be used to analyze hsistic model instead of theoretical approach by esom
researchers.

As a consequence of Neuts work various analytihods have been developed by researchers for thgosol
of the M/G/I and GI/M/I queuing system. Some ciinitors in these area are [2], [4], [5] and maniyess. The
matrix analytic algorithm provides a recursive ftiow for the computation of the probability vectof”.

The recursive function is based on the computatio® (for the M/G/1 queuing system) or R (for th#Ng'1
QUEUING SYSTEM). For details work on stochastiergdementation and application see [6].

ETAQA means efficient technique for the analysiQ®&D processes by Aggregation. According to [8ar@o
and Smirni introduced the ETAQA in 1999 for solatiof limited class of QBD processes. The limitddss
allowed the return from level"® to J°, i>1, as a single state only i.e. it returns fromhkr level in markov’s
chain to lower level to be directed toward sindgesonly.

In this paper, we shall apply the ETAQA techniqadihd the solution of M/G/I queueing system. Welé
relax the above assumption of returns to a single ©nly and provide a solution approach that wdkk for any
type of returns to a lower level. The ETAQA difdrom the matrix analytic methods in the followiwgys:

i. It constructs and solves finite linear system ofn unknown (m numbers of states in boundary
portion of the process and n numbers of stateaéh eepetitive levels of the state space) to obthin
an exact solution.

ii. Instead of evaluating the stationary distributidnatl states in each repetitive levels of the state
space, we calculate the aggregate of the statigarabability distribution of the classes of thetata
appropriately defined.
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We shall show that the ETAQA produced results #natsignificantly more efficient than the tradittdmethods for
the M/G/I queuing system.

2.0 BACKGROUND
The M/G/1 system as classified by Neuts (1984) lhgenfinitesimal generator block partition matas

i PO F@ B
0

B L F® 1)

Where L, F and B mean local, forward and backweadsition rates respectively
To solve the system above we must compute G asotbidon of the matrix equation
B+LG+Y2, FOcHD =0 )

G is said to be stochastic if the process is rectirand irreducible. The entry (K,L) in G is thenditional

probability of the process enterin§™J through L given that its starts from K of.J G is obtained by solving
equation (2) iteratively. There are ranges of tteeamethod available for obtaining G; the mosticéht is the

cyclic reduction algorithm in [2].To calculate tlséationary probability vector we use the Ramasweastursive

formula which is numerically stable since it ergaihly addition and multiplication [1].

The Ramaswani formula is given by
n® = — (@5 4+ Fi Y gW =) g1 v >1 ©)
Where SO =y, FOG ;i > 0and® =y, FOGH ;i > 1.
Givenm® and the normalization condition, we can obtam® by solving the system of m linear equations
n©® [(L-3DsOTB ) 1T - (T, 3V) (oSO 17| = [011] @)

Where ¢ indicates that we replace one (any) column of ¢heresponding matrix since we add a column
representing the normalization condition. Onc&®  value is known we can then go on to compufte
iteratively. We go on until the accumulated prdbigbmass is close to one. Then measures of pedoce for the
system can be computed. Because the relationshaipekist within ther® for i > 1 is not straight forward,
computing the measures of performance requiregémeration of the whole stationary probability wect This
makes the recursion formula unstable. There ase ather methods like Toeplitz matrices and fastrieo
transform for findingmr [2]. We shall not discuss them because they havattained the wide usage.

3.0 ETAQA Solution For M/G/l Queuing System

We present here the ETAQA approach that compuibsrd’, ¥ and the aggregated probability vectaf” =
y,m® . The approach is exact and very efficient witbpect to both time and space complexity. Frouaton
(1), we have the stationary probability vectar asm = [#@,nW,..,] with @ €™ fori>1. Letus
rewrite the matrix equation
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nOL + @B =0
nOFV + gL + @B =0
T OF® 4 gWF® 4 gL + g®B =0 (5)
To get the solution of M/G/I queueing system wstfof all solve for G. G is computed using ancééfnt iterative

method like cyclic reduction algorithm of Bini et €000) or from [8]. For detail analysis of thel £QA
technique, see [8].

4.0 Computing Performance Measures for the M/G/1 System

To compute the performance measures for the systenshall considered methods that can be expressed a
expected reward rate. The reward rate is given as

=Y Sigor; n” (6)
Wherep](.i) is the reward rate of stafé”.

For example, to compute the expected queue lengiteady state, I¢t)represent the system state with i customers
in the queue, we ha\;pi(l) = {. Similarly the second moment we ,bjé) = i? and so on. Since the ETAQA compute
only 7@, 7™M and¥y, 7® we rewrite the rate r as

r = 7@ pO)7 4 7T 4 3% 7@ e )
Where p©@ =[p®, .., pP andp® = [p®, ..., pP] fori = 1.

It is also possible to compute (6) without using tralues ofr® ;i > 2 if the reward rate of the staﬂ;(i),i >

2and j =1,2,..,n is a polynomial of degree k in i with arbitraryecfﬁcienta}o],a][l] wa vi>2 and j €

7
[1,2,...,n]. We have

@ _ o] 1 , ... [k] .k
pj’ =a;" +aj i+ +a (8)
Next we comput&z, 7 p®7 which is reduce ta gl + r[UglT 4 ... 4 plKlglkIT

Oncer!® is known,r¥I Can then be computed.

Multiplying (5) from the second line on factdt, summing, rearranging and exchanging the ordsuofmation we
have

rfl(B+ L+ Y2, F®O = (bl (9)

] is then computed using (8). Wheig"! is an expression that can be computed frdf, 7(*) and the vector
[0]
rt® and

rlk=1l,
5.0 Conclusion
We have been able to show that the ETAQA provideficient and exact result for the M/G/I system.

In future works, we shall look at the numericabdity of the ETAQA.
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