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Abstract

This paper extended the work of Chigbu and NdukaO(®),
which obtained interesting results on closed fornigenvalues for
comparing both orthogonal and rotatable Central Cpwsite Designs
(CCDs), by obtaining a majorization result. The neajzation result is
based on the principle of Schur’s ordering of desgand was used to
compare the replicated cube plus one star orthogo@£LD and the
replicated star plus one cube CCD. Based on ouruteshe former
CCD is better than the latter CCD.

1.0 Introduction

This paper considers the optimal choicevben the axial points (star) and non-axial pointg€) replications
in the central composite design (CCD) withrorthogonal structure proposed by [1]. This dedigs been widely
used in agriculture, industrial and scientific ietigations, since the design not only reduces éxgeital cost but

also provide more efficient parameter estimatiohe TCD is made up of a factorial portion consistiriga 2K
factorial design, axial portion & pairs of points with théth pair consisting of two symmetric points on it
coordinate axisi(= 1, 2, ...,k) at a distance ofx from the centre of the design, which coincides wfith centre of

the coordinates systems by the coding scheme,g{@&1) centre points. The values ofand Ny can be chosen

so that the CCD acquires certain desirable feagtgess for example, [3]. Draper and Draper and([4hand [5])
have shown that not only the centre points carepicated but the cube and star as well. In ths¢ cihe CCD has

a total number of points equalfi.’(l)< n, +2kn, +n,, whereny is the number of cube arfd, is the number of star.

Replicating the design points in an experitris so much desirable in the sense that it alfimvthe estimation
of the pure error in the experiment. From the stigtan’s perspective, a design is deemed goadeifisures small
variance of estimates of linear functional. Gergrahe value of the variance of linear functionigpends on the
information matrix of the design as well as onnieBbn imposed on its combinatorial parameters;, $er example,
[6] and [7]. The effects of restrictions, such athogonality, rotatability, etc that induce deslmlproperties in
designs, on the variances of quadratic model haem Istudied by [10]. The study showed that resttic€€CD is
better than unrestricted CCD. Chigbu and Ndukaisidered the effect of replicating either theecabstar points
of a CCD on some optimality criteria. The paper patationally compared two variations of restrict€€D,
namely the replicated cube plus one star and @gplicstar plus one cube. The information matrihefrestricted
CCD was expressed in terms of the number of cublestam and then applied the principle of alphala¢étiptimality
criteria to know the portion of CCD, which optimié. Interesting results about closed form eigams for both
orthogonally and rotatably restricted CCD were wiad in that work. The results show that replicatebes plus
one star is better than replicated star plus obe.cu

In this paper, we go a step further bywprg some majorization results for comparing the tvariations of

orthogonally restricted CCD considered in [2]. Givany two designg; and 5" with information matricedM and
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M’ respectively,7 is a better design if and onlyM = M'; see [6] and [12]. Marshall and Olkin [9] devoted

one chapter of the basic book on majorization tdtiwariate majorization where different orderingsch as the one
above are presented. The majorization results prowveection 3 are based on the above inequality.

Some other notations used are explained rn&xis the set of all designs in a regression moaely snd
n' 0 E. Let yO Z denote the replicated cube plus one star orthdgd@® with corresponding information
matrix M . Similarly, let ' 0 E denote the replicated star plus one cube orthdgd@® with corresponding
information matrixM " . Then theith eigenvalue ofM is denoted by, (1) and that ofM " is denoted by, (77") .

2.0 THE THEORITICAL FRAMEWORK
For completeness the framework of this study stedlibw the same pattern with that of [2] and [10j.order to
show how the orthogonal restriction is made in &g, attention will be given to the expanded desigrrixia

X and the information matrixX'X for the general CCD.
Consider the response surface, sas())(l,Xz ,...,Xk ) represented in the experimental afeax,+ 1]

by the second-order function
k-1 k

ﬂ00+2ﬁloxlj + Z Z IBH XIJXIJ +Zﬁllxij2 +8j (2.1)

i=1i"=i+1

where, for orthogonalityz Xij =0 0i=12,..,k, Yi is the jth response, ¢ is the random error
j=1
component associated with the observatipp, Boo Bio+ bii » Bii are the unknown parameters of the model and
Xl, X2, ..., Xy are the independent variables. Compactly, (2.1)beawritten in vector notation as
Y=Xp+e (2.2)
where Y is the (N x1) response column vectoX is the (N x P) matrix of independent variables of rak
is the (P x1) column vector of the unknown parameters, &id the error column vector of ord¢lN x1) with

E(e) = 0 and E(e&) = 0'2| . Taking the average of the respongéjsin (2.1), we obtain
k=1 k

y IBOO+ZIB|OX +Z Z IBH X X +ZIBHX +e. (2-3)

i=1i'=i+1

By rescaling the response variaMF, we obtain

k _ k-1 k - k —
yj—y= _Z:lﬁio(xij - X))+ 21_2 1ﬂii'(xij Xig = Xi X )"'_Z:lﬂii (Xij2 -X?) +(e;—¢). (24)
By the same token (2.2) can be rescaled to
Y-y=Xp+(e-¥), (2.5)

where Y =(Yy,Y,....Yy)", €= ee,....8)and X is the (Nx(P-1))design matrix with

P=(k +1)(k +2)/ 2. The structure of the design mat is given in [2]. The corresponding information mat
for the design may be written as
X'X =diag(M,l ., M,l,, M3). (2.6)

2

In 2.6)M;=2n, +2n,02, M, =2n, and M ;= (p—-0q)l,+qJ, where | is the (kxK) identity

matrix, |, is the (t xt) identity matrix,t =k(k-1)/2 and J, =1'1 wherelis a column vector of ones kf
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components. The entries of the sub-malix, p andg, are given asqg=2*n, —(2“n, +2n,a?)?/N and

p=qg+ 2a4n2 . Clearly by observinyl 5, a CCD acquires orthogonal structureg i§ equal to zero.

3.0  Ordering Of Orthogonal CCD

Besides the uniform ordering of designs, whichasda on the variance of linear functionals defioedhe set of all
states of the observed object, another orderindpearseful in experimental design; see, [8]. Fgriaformation

matrix M with ordered eigenvalues; {7) <4 , 1) < ...< 4, (#7) where multiple eigenvalues appear in the
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sequencely 1), 4, ), ... A (7) as many as times as their multiplicity is largeleaign7 is better than the
r r
designy' according to Schur’s ordering if and only¥, 4, (1) 2 Y. 4;(r") and if and only if there is strict
i=1 i=1
inequality for at least one The designg; and ' are said to be equivalent according to Schur'srirdéf and
only if there is equality sign for 0{1,...,k}.

Following the definition of orthogonal CCD in sieet 2, that is setting = 0 inp, the information matrix in
(2.6) becomes

X'X = diagMol «, Mol ¢, pol ), (3.1)
where My = (7N)Y? and P = (777 + 7N —277(7N)1’2)/2n2. The eigenvalues of the information matrix
starting with the smallest arp,, with k multiplicities, 72 with k(k —=1)/ 2 multiplicities, andM ; with k

multiplicities, whereJT = 2k N, . To compare replicated cube plus one star anétegpt star plus one cube, a
proposition based on Schur’s ordering will be pbf@ which we will need the following establishexbult.
Proposition 3.1 If Ais an(k x k) symmetric matrix with diagonal elemer, ..., @, and ordered eigenvalues

r r k k
U 2y 22y thenday < X (=1, .., k=1); Y&y =2 1 , see [9].
i=1 i=1 i=1 i=1
PROOF:
DenoteD = diag(yy, ..., ) - Let Uy, ..., U, be the orthonormal eigenvectorsfotorresponding to

Uy ty -ty , and denotd) = (Uq, ...,U, ). ThenD = U'AU , henceA = UDU'. It follows that

a = _z:({U}ij )2 ;. Obviously,
k k
_Zl({u}ij )2 = _Zl({U}ij )2 =1.
1= j=

r k r
Taker < k — 1 and denotd; = ({U};; )? < 1. Clearly, 2.t; =, and consequently we can wrilg, &; =
i=1 j=1 i=1

k
2.tiu; , hence
i=1

r r k r k

_Zai - Zﬂi = thﬂj - Zﬂj + (r__ztj)v

i=1 i=1 =1 i=1 i=1
which implies that

Corresponding author: E-mailchenna.nduka@unn.edu.ngr ndukauc@yahoo.comTel. +2348063467106
Journal of the Nigerian Association of Mathematic&thysics Volumel7 (November, 201Q0)359 - 362

Optimal Orthogonal Second-order Designs Uchenna C. Nduka J of NAMP




r k
Zl(ﬂj_ﬂr)(tj_1)+ thj(,uj—,ur)s 0.
i=

j=r+
Evidently

K k k ) k
2.8 = 22Uk uy= Zuy -
i=1 i=1li=1 j=1

Proposition 3.2:Given the information matriceM and M " obtained from using the respective orthogonal CCDs
r r
57 and 77" and the corresponding eigenvalues of the matricdsy) andZ (17'), then X 4. () > X" 4 (') if and
i=1 i=1
onlyit M = diag(M,l ., M,I,, n,p,l,) andM' = diag(n,*Ml ., n.*M, I, p,l,).
PROOF: SupposeM = diag(M |l ., M,I,, n,p,l,) andM' = diag(n"’M,l ., "M, 1, p,l,)

, letuy, ..., U, be the orthonormal eigenvectorsdf corresponding to%l(n) <...S /lk (77) . Then for each

4(n) =
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U'Mu, = u'M'u;, = h . According to Proposition 3.1, we have that

Z;;,h - Zi/li (n')= (g i _2 i(ﬂl)) -‘ilh + i{% (n") 2o0.
Hence

E’Ii (n) 2 Z:,h = DWACH!

i=1

forr=1, 2, ...,k this implies that} is better in the sense of Schur’s ordering tma'm

4.0 Conclusion

Proposition 3.2 shows that the replicated cube phgsstar orthogonal CCD is better than replicatad plus one
cube orthogonal CCD. This implies that adding nuits to the non-axial points will give betteriegtte of the
parameters of second-order model than adding namnésto the axial points.

Hence, in choosing points to be replicated in adgatic design where the adequacy of the desigassd
on the information matrix, replicated cube plus ete orthogonal CCD is the better choice.
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