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Abstract

Le ald b=max(a,b) and all b= a+ bforab € R:= RU{-} and
extend the pair of operations to matrices and vectors in the same way as in linear
algebra.  Max-linear  programming is a problem of the form

fT 0 X — min(or max) subject to ALJ XxJ ¢= BO X d. Max-linear

programs with finite entries have been considered in the literature and solution
methods for both minimization and maximization problems have been developed. In
this paper we consider max-linear programming problems with infinite entries and
show that this problem can be transformed to the one with all input variablesfinite.
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Introduction

1.0 Max-algebra and its basic definitions

Let all b=max(a,b) andall b= a+ b for a,b € R: = RU{—} The element-co plays the role of neutral
for [ and a null forJ . We will denote byE the element-co and for convenience we will use the same symbol

to denote a vector or matrix whose elements-axe. For all[] , the symbola_l means-a.
Max-algebra is an analogue of linear algebra dgesldor the pair of operatio(El, (1), extended to matrices and

vectors in the same way as in linear algebra. Thaf A=(g;), B=(h) and C= (¢ ; are matrices of

compatible sizes with entries frdin, we write C = AL Bif ¢ =g0 l;? forall i,j and C= AL B if
G ZZE g, 0 =max (g O R) for alli,j. One of the main advantages of using max-algebrthé

possibility of dealing with a class of non-lineaoplems in a linear-like way.
Max-algebra has been studied by many authors fthidureading the reader is referred to [1, 2,,4]%nd [11].
We will now summarize some standard properties africes and vectors in max-algebra. Identity maisixa

matrix whose all diagonal elements are 1 and &lthef diagonal elemen&. We denote byl the diagonal matrix.
The following holds for matrices (including vectprd, B, C of compatible sizes ové® anda € R

AOB=BO A
(ADOBOC=A0(BOQ
Ale=A=cA

AL B= A
AOl=A=10A

Alle=¢e=¢clUA
(AOB)OC=A0CO BO C
AO(BOC) = A BO AO C
ald(BOC)=al BO al C
all(BOC)=BO(ald Q
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2.0 Problem formulation

Consider the following 'multi-processor interactipcess’ (MPIS).
ProductsF,,...,P, are prepared using n processors, every processrilting to the completion of each
product by producing a partial product. It is asedrthat every processor can work on all produciaisaneously

and that all these actions on a processor stax@sas the processor is ready to work. a,.}etbe the duration of the
work of the jth processor needed to complete thggbgroduct forP (i=1,...,m;j=1,...,n). Let us denbte

X; the starting time of the jth processor (j = 1, , n). Then, all partial products fd# (i=1,...,m;j=1,...,n)
will be ready atmax(a,.l +X,...8, X ). Now, suppose that independently k other processmpare partial
products for productsQ),...,Q, and the duration and starting times dh,? andyj, respectively. Then the

synchronization problem is to find starting timésath N+ K processors so that each pé\RQ) (i=1,...,m)is
completed at the same time. This task is equivatesblving the system of equations

max(ai +)$ e ,ﬁ +r?( ):maxlgb 'fiy , "'bin+ yn),(| = 1, . ,m)

It may also be required thaP is not completed before a particular tige and similarly Q. not before time

d. . Then, the equations are

max(g, +%,...,a +x,c)=max(b ty,..b,+y,.d)@(=1,...,m)
This system is called 'two-sided max-linear systeith separated variables’ and can be written inrixat
vector notation as follows:

AlxOc=BOyOd (2.1)
It is shown [6] that (1) can be transformed todhe with non separated variable
AlOxOc=BOx0Od (2.2)

In applications it may be required that the stagrtimes are optimized with respect to a given dote In [3]
the objective function is considered to be maxdimethat is

f(x)=fT O x=max(f+x,....f,+ %)
and developed a method for solving this problem bfath minimization and maximization. But all thetges
for both objective function and constraints aretéinlf in the MPIS some processgr does not produce some

partial producti then the duratiora,.j of work of the jth processor needed to complete these partial prodoct

R(Or Q) (i=1,... mj=1,...,n)issetts. If under this assumption we have a non-homogeneeo-sided

constraints and the objective function is max-lmegen the problem is called 'max-linear programgnproblem
overR'. In this paper we will consider 'max-linear pragnming problem oveR and show that this problem can be
transformed to the one whose all input variablesfimite and hence methods developed in [3] caadpdied to find
solution to this problem.

General two-sided max-linear systems have beersiigated in several articles e.g [4], [6], [7], ][18 general
solution method was presented in [10], however,camplexity bound was given. In [6] an algorithm hvia
pseudopolynomial complexity (Alternating method} leeen developed. In [4] it was shown that thetgolset is
generated by a finite number of vectors. An iteeatinethod suggested in [10] assumes that finiteuppd lower
bounds for all variables are given. The iterativethod presented in [10] makes it possible to fincdpproximation
of the maximum solution of the given system, whéeltisfies the given lower and upper bounds orrid &ut that
no such solution exists
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3. Max-linear programming: existing results
Here we give a short description of methods foviegl max-linear programming, for details, see 8le will
describe minimization problem only since the methedpresent in paper is for the minimization prombleMax-

linear program(MLP) is of the form f " 0 X — min subject to
Al xO c= BO x d, (3.1)
wheref =(f,....f YOO"¢c=(,..c, )00 " d=(@d,...d, JoOo "

A=(g)andB= (h YU ™" are given matrices and vectors with finite entri&&his problem is denoted by
MLP™"

Any system of the form (3) is called “non-homogeameanax-linear system” and the set of solution df th
system will be denoted b$ . Any system of the form

EOx=FOX (3.2)
is called “homogeneous max-linear system” ands#teof solution of this system will be denoted y.
Proposition 3.1[3] Let E = (A|0) andF = (B|0) be matrices arising frodandB, respectively, by adding a zero
coumn. If xOS, then (X0)JS, and conversely, if z=(Z, 2,...., Z,) 0 S then

n0(2, 2,0, 2] O €
Denote byK =max{la, [, [p |, c [.,|d |, | f [2i MJj ¢

Theorem 3.1 [6] Let E=(g), F=(f)0O0™" and I be the greatest of the values

‘qu fj ‘,iD M, jON . There is an algorithm of complexity @q(m + n) [ )that finds anx satisfying (4) or
decides that no suctexists.

Proposition 3.1 and Theorem 3.1 show that feasibitjuestion for MLP™ can be answered in
pseudopolynomial time.

The following proposition shows that the problematthinment of an optimal value fMLP™ is converted
to a feasibility question.

Proposition 3.2[3] f (x) = a, for somex[] S if and only if the following non-homogenous maxdar system
has a solution:

AOxOc=BO xdJ d
f(x)0a'=f'(x0a

wherea' <@ andf'" &)< f' (), wherd, 4 , for eveiyIN.

Based on this a bisection method for finding arinogk solution to MLP™ was developed. Before we give
the algorithm we need to show the criteria forékistence of an optimal solution. Deniné, ¢ f(x) = f™".

Let M” ={iOM;c,2d} for r M denote
— mi -1
L, =min f, Oc Oh~ and

L = maxL,
rom”>

Lemma 3.1[3 ] If ¢>d, thenf (x) > L for everyx[] S.
Theorem 3.2[3] f™" =¢ if and only ifc=d
Algorithm 3.1 MAXLINMIN (max-linear minimization)
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Input: f =(f,...f,)00"¢c=(@C,...G ).d=d,.d, )00" = d,e ¢
A=(g),B=(h)00™",0>0
Output: X[ S such thatf (x)— ™ (X) < J.
1. If L = f (x) for somex 0 S, then stop § ™ = L).
2. Find anx’ 0 S.

3.1(0) :=L,U() := f(x°),r:=0.
4.4 = %(L(r) +U ()

5. Check whethefr(x) = a is satisfied by som¥[] S and in the positive case find one.
If yes, thend(r + 1) :=qa, L(r + 1) :=L(r).

If not, thenU(r + 1) :=U(r), L(r + 1) :=aq.

6.r:=r+1.

7.18U(r)—L(r) £ 0, then stop else go to 4.

Theorem 3.3 [3] Algorithm MAXLINMIN is correct and the number foiterations before termination is
u-1L
O(IogZ 5 j

The integer modification of Algorithm MAXLINMIN igjiven as follows as follows

Algorithm 3.2 INTEGER MAXLINMIN (integer max-linear minimization)
Input: f =(f,....f,Y00"c=(@,...c,J d=d,....d, 00" &= d,& ¢
A=(g), B= ()00 ™
Output: xOS™ nO".
1. 1f L =f (x) for somexd S™ n 1", then stop ¢ ™ = L).
2.Findanx’0S™ n0".

3.1(0) :=L,U() := f(x°),r:=0.
4. a:=[1(L(n)+U(N))]

5. Check whethefr(x) = o is satisfied by somg[] S™ N [1"and in the positive case
find one.

If x exists, therJ(r + 1) :=a, L(r + 1) :=L(r).

Corresponding author: E-mail; abdulaamin77@yatwu., Tel. +234803518523
Journal of the Nigerian Association of Mathematical Physics Volume 17 (November, 201Q)215 - 222

Max-Linear Programming: Transformation From R ToR A.Aminu  Jof NAMP



If it does not, the(r + 1) :=U(r ), L(r + 1) :=a.

6.r:=r+1.

7.1fU(r) -L(r) =1, then stofU (r) = f ™) else go to 4.

Theorem 3.4[3] Algorithm INTEGER MAXLINMIN is correct and teninates after using @(n(m + n)K log K)
operations and hence pseudopolynomial.

4.0 Max-linear programming over 0
We consider the following problem:

f7 0 x - min(or max) subject to)A] x[J ¢= BO xJ d, (4.3)
wheref = (f,...f Y O0"c=@G,...q, YOO ™d= @ ,..d, JOO ™

A=(g) andB= @ YJ0 ™ are given matrices and vectors. We assume atd otherwise swap the

equations appropriately. The aim is to show that pnoblem can be transformed to the one withrgdut variables
finite. We will deal with problems whose objectiftanction is to be minimized and denote this prabley MLP.

We assume without loss of generality tNaf # I , where M~ ={i M G ZC{} (otherwise by Theorem 3.3

f ™ = £) and denote

— i -1
Lr—rlpmlhpkachb. D #e

L =maxL,
oM~

Theorem 4.1

If M”20 thenf (X)= L foreveryxJS.
Proof.

If M~ # [ then the statement follows trivially sinde=&. Let X(OS andr [0M ~. Then we have
(BOX), 26
Since ¢, 00 for all r OM 7, Therefore we havg, = ¢, 0 k', b, # gfor some KO N. It follows
that, f ()= f, Ox = f,0c Ol > L and hence (X) = L.
A variable X; will be calledactiveif X, = f(X), for some j[IN . Also, a variable will be called active on the
constraint equation if the valumaX(aﬁ +X ), maXQ X "is attained at the ternx; respectively. We may
ioMm itM
similarly say that a coefficient is active if itercesponding variable is active.
Since all the variable‘sj corresponding ta€ coefficients cannot be active on any side of agyagion or in the

objective function while searching for an optimeluion. Therefore we can replace theSecoefficients by some
sufficiently small finite values, so that the meé&s A and B in (4.3) can be transformed to anotiner with finite
elements and have the same solution set. If&heoefficients are replaced we will therefore cal tmatrix a
transformed-matrix. If A and B are transformed va@ cse the Alternating method for finding a feasilution to
(4.3) and the algorithms for solving the max-linpangrams with two-sided constraints for finiteréag to find an

optimal solution. To do this transformation we denfor all j CIN :

—mi oAl ] -1
h; =min| ming;" 0 ¢ .ming” 0 d, {0 L (4.1

f.
Ajze th #e iz
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and  h=(h,h,..h).

Proposition 4.1
For any X[ S there is anX [ S such thatX = h and f (X) = f(X).
Proof.
Let X[J S. It is sufficient to setX = X[ h since if X, <h jON then X; is not active on

any side of any equation or in the objective fustiTherefore for suchj 1N changing X; to
hj will not affect any of the equations or the objeefunction value.
It follows from Proposition 4.1 that any; < hj JON is not active on any side of any

constraint equation or in the objective functione Wow show how to transform matricés and
B to A andB' respectively. Let us denotd = | f (X)| , Wherex is the initial feasible solution
to a given problem.

a. ifa >¢
ag={ (4.2)
! {hj—u,lqu=£
b = b, it >e (4.3)
I h -U, ifb; =¢

Therefore theéransformedsystem isA [0 X c= BO xO d, where
A'=(g),B=()00™" are defined in (7) and (,

c=(g,c,...¢,) andd= @ 4 ,...q, OO ™. Recall that

S={x AO xd0 & Bl XI HanddefineS ={x A0 X1 = BO XxJ H.

Theorem 4.2

The setsS and S are equal.
Proof.
ToshowthatS=S ,weshowS[ S and 800 ¢ Let xO S and it follows thatAl X[ ¢= BO xO d.

Claim: xOS.
Proof of the claim:

It is clear that any row such thata; = g, forall jLJN (and thereforey; =1k ) will
be satisfied byX . Therefore we consider rows[1M such that there exisj [N where
a; # g, forall JN (and therefordd; # Iy ) and show that the coefficieng; # g,

(and thereforebr'j * bj ) are not active. It follows from Proposition 4Hat X; will not be
active on any side of any equation or in the olbjecfunction if X; < hj . Therefore
X = h. Now we have for alr JM

max(a; +x ) = mal§f + x)< h-U< h .
aj*g H#h
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Hence for allr [JM the coefficientsay; # g, (and thereforeby; # b ) are not active. Thusx(JS and so
SO S.

Let XOJS . This implies thatA' 00 x[O c= BO xO d. It follows from Proposition 4.1 thax; = hfor all
jON . Also it follows from (9) thatx 1 S, thus S' [ S.

Since we haveS [0 Sand S' [ SthereforeS = S.

Corollary 4.1.
The following hold:

(@) S™ £ 0 if and only if S™ # O
(b) min f(x)= min f(x).
Proof.

Follow straightforwardly from Theorem 4.2.

Since all entries for the matrice andB' are finite therefore we can use the same ideadting max-linear
programs over .

5. An example
Consider the following max-linear programming peshl(minimisation) in which
f =(3,1,4,2,0),
£ ¢ 15 2 18 14 ¢ 0 ¢ 14
A=le 12 ¢ 7 14/,B=|¢ 14 10 ¢ 5|,
1 ¢ 12 ¢ ¢ 7 14 ¢ 14 ¢
18 17
c=|5|,d=| 5
16 5

and the starting vector ix° = (5,1,4,2,1) .
It follows that f (x°) =8, M~ ={1, 3} the corresponding upper and lower bounds are

— i -1
L—m&g@&nfkﬂcrﬂbﬁ R #e

=max(min(7,22,4),min(12,3,4)

U=f(x°)=8.
Now we transform the matricésandB as follows

h, = min rrgljanaglﬂ G ,ESan*D d, jf':D L
h, = min(15,min(3;- 2),1F - 2

h, =min(-7,min(-9,-9))=-9

h, = min(min(3,6),min(17; 5)F - 5

h, =min(min(16,-2)- 9=- 9

h, = min(min(0,-9),min(3,0)F - 9
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Using (7) and (8) the transformed matrices are

-10 -17 15 2 18 14 -17 0 -17 14
A=|-10 12 -13 7 14.B=|-10 14 10 -17 5
1 -17 12 -17 -1 7 14 -13 14 -1
18 17
and their corresponding vectors = (3,1,4,2,0) and¢c=| 5 | d=| 5 | remain unchanged. The starting
16 5

vector here is alsg° = (5,1,4, 2,1y . Using Algorithm MAXLINMIN, presented in Section ®e find that the
optimal solution to this transformed problemyis= (4, 0,3, 2,0y Wwith corresponding optimal valué min — 7

6. Conclusion

A method for converting max-linear programs witfiriite entries to the one whose all entries arédirs proposed.
The method can be applied to the minimization grotd only, this happens due to the difficulty irdfirg the upper
bound for the maximization case. We give a simplmle that demonstrates this difficulty as follo®sippose we

want to maximizef T 0 X subject toA] X[ ¢= BO X din which

e 0 O e -1 1
f=(,34) A=|¢ 0 -1|.B=|¢e -1 -2|.c=(56,7) andd= (3,6,4)
5 1 3 0 4 O

and a feasible solutiox = (2,3, 4)

The optimal objective function value for this pref is shown to be finite (see [3]). It is cleartth(X) =10.
Following the idea used in [3], one could thinktttiee upper bound can be determined as follows

— -1
U —rpmsxrjrégxfj Oa;"0¢g g #¢

= max (max(8, 9), max(9, 11), max(1®, 8)) = 11

But this is not the case becausex = (5,6,5) is another feasible solution to this problem iniakh
f(x)=13>11=U .
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