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Abstract

Marshall-Olkin Multivariate semi-logistic distribution (MO-MSL)
and Marshall-Olkin multivariate logistic distribution (MO-ML) are
introduced and studied. Various characterizations properties of Marshall-
Olkin multivariate semi-logistic distribution are investigated and studied.
First order autoregressive minification processes model and its extension to

kth order autoregressive minification processes model both with Marshall-
Olkin multivariate semi-logistic distribution as marginal digtribution are
constructed and studied.

Keywords
Autoregressive minification processes of order d larChacterizations;
Marshall-Olkin multivariate logistic distributioMlarshall-Olkin multivariate
Semi-Logistic distribution; Stationarity; Surviviainction.

1.0 Introduction

Researchers focus attentions to logistic distribution, serstioglistribution and even
its extension to Marshall-Olkin logistic and semi-logigtistributions. This is so due to the wide
applications of these distributions in various fields of human endeavours.

Various methods can be used to introduce new parameters in ordpata éamilies of
distributions. Introduction of a scale parameter leads to acteldemmodel and taking powers
of a survival function introduces a parameter that leads to propdtiarards model.

Minification process can be of several orders and its Sumtgan with the work of [17]. In his
work, he defined the process as:

X,=Kmin(X &), n=1 (1.1)
where K >1is a constant an({é‘n} is an innovation process of independent and identically
distributed random variables chosen to ensure {h)ép} is a stationary Markov process with a

given marginal distribution. Due to the structure of equation (lhb),proces{ Xn} is called
minification process.
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Several authors have introduced minification processes wigm gnarginal distribution.
Sim [16] developed a first order autoregressive Weibull peoaed studied its properties. Arnold
[1] developed a logistic process involving Markovian minimizati@iving slight modifications
to (1.1), several authors constructed other minification progesseels. Yeh [21] considered a
first order autoregressive minification process havingt®amarginal distribution. Arnold and
Robertson [2] developed a minification process having logistigimel distribution. Pillai, Jose
and Jayakumar [14] discussed the autoregressive minificatiocegges and the class of
distribution of universal geometric minima. Ristic [15] introddicetationary bivariate
minification processes.

Univariate Marshall-Olkin logistic distribution is given by:

— 1
F(X):m,_wsxsw,o<a<l (12)
andf(x = exp{x} ,—0< X<, 0<a<l.

a(1+2exp{x})’

This distribution is symmetric about zero and it is closegembles the normal
distribution. Although multivariate data sets with logistic likgarginals have always been
around, it was not until 1961 that a bivariate logistic model praposed. Gumbel [6] actually
provided three bivariate logistic models, one of which has cumulativédisin function

1
Fxy)= 1+exp{x} + exq v}

Location and scale parameters can be introduced to generadizxphnession. Gumbel [6] in his

,—00 < X,y <00, (1.3)

paper studied the regression properties and verified that thelatimn coefficient is%. A

multivariate extension of the Gumbel™ s bivariate logistiprigposed by [10]. More applications
of Marshall-Olkin logistic distribution can be obtained in [7].

Lewis and McKenzie [9] developed minification processes and titsgisformations. In
his work, he defined a first order autoregressive minificapirocess as a sequence having the

kX, with probability P
kmin(X,,,0,)  with probability - P
innovation process of independent and identically distributed randoablesrichosen to ensure
that {Xn} is a stationary Markov process with a specified marginalriliigion function

general structure X, ={ where {0 }is an

n-17

Fy (X) Another form of minification process is the one with structure
B kO, with probability P
" {k min(X,,,0,)  with probability - P
Thomas and Jose [19] defined first order autoregressive naitdiic process model of random
vectors{(xn Y, )} with Marshall and Olkin bivariate semi-Pareto distribution as
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X U, with probability p
" min(Xn_l,Un) with probability1- p

v V, with probability p
" min(Yn_l,Vn) with probability1l- p

where{(Un WV, )} are innovations, which are independen{ @Xn_k,Yn_k )} fork=1,2,...n

Miroslav, Biljana, Aleksandar and Miodrag [13] introduced and istuc stationary
bivariate minification process. They defined the process as

X, =Kmin(X, ,Y,,&)
Y, =Kmin(X, .Y, 1,&,) -

Thomas and Jayakumar [20] defined first order autoregressive bivaeiatdogistic process as
X, =min(X Lin p,£n)

n-1' g

Y, :min(Yn_l,izln p,vn) Nn=21 0<p<sla a,> 0,

a

Thomas and Jose [18] introduced and studied the univariate MaDskiall Pareto processes.
Thomas and Jose [19] developed a new family of distributions ttia @arlier studied by [12]
which is similar to those of [14]. In [19], also, AR(1) and (KRtimes series models useful in
generating first order and" order autoregressive minification processes having a sgcifi
stationary bivariate marginal distribution are presented tdiesl. In that paper, they developed
the Marshall-Olkin bivariate semi-Pareto distribution ageaeralization of the bivariate semi-
Pareto distribution of [3]. They also presented bivarisgeni-Pareto AR(1) model and its
generalization to AR{ model with MO-BSP stationary distribution were construcidtkese
models developed are analogous to the model studied by [8] where the role ohaddeéplaced
by minimization. Recently, [20] developed bivariate semidtigidistribution and processes.
Miroslav, Biljana, Aleksandar and Miodrag [13] introduced and etld stationary bivariate
minification process with Marshall and Olkin exponential distion. The innovation and joint

distributions of random vector(s)(n,Yn) are also presented by [13]. In that paper, autocovariance

and autocorrelation matrices are also developed, unknown parsuinetiee model are estimated
and asymptotic properties of the estimated parameters sreinslestigated. Balakrishnan [5]
discussed the analysis of bioavailability data when successveples are from logistic
distribution.

Some bivariate and multivariate minification processesrareduced and studied by [3],
[4], [18] and [19] as well as [15]. Marshall and Olkin [11] oduced the bivariate exponential

distribution with survival functiorP (X > x,Y > y) = e~ umala) x vy g,

with A, > 0,4, > 0 andd,, > (. The random variables are constructed such XhandY are

dependent exponentially distributed random variables with paresrigter A, and A, + Ag
respectively.

In this paper we present the Marshall-Olkin multivariate logistic and séwmgistic
distributions as a generalization of Marshall-Olkin bivariaggdtic and semi-logistic distribution
presented by [20]. The characterizations properties of MarGhdit- multivariate semi-logistic
distribution are investigated and studied. First order aut@sigee minification process and its
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extension tok™ order autoregressive minification models are developed witlsidlirOlkin
multivariate semi-logistic distribution as a stationary margirgtridution.

Section 2 of this paper, dealt with the introduction of MarshallrOtkilltivariate logistic
and semi-logistic distributions and the properties of the Mar€ikillr multivariate semi-logistic
distribution. Section 3, we give characterizations of Marsblidln multivariate semi-logistic
distribution. First order autoregressive minification proca@ssdel with Marshall- Olkin
multivariate semi-logistic distribution as its marginal distribntis constructed in Sect-

ion 4. We generalized the model k8" order autoregressive minification model with Marshall-
Olkin multivariate semi-logistic distribution as a statignanarginal distribution in section 5.
Section 6, gives the conclusion of the entire paper.

2.0 Marshall-Olkin multivariate logistic and semi-logistic distri butions

In this section, we consider the multivariate logistic and degstic distributions and
distributions related to it, which are generally used for modegdmgulation growth, medical
diagnosis and public health related data.
Definition 2.1

The random vectorA:(Xl,Xz...,Xn)is said to have an-variate semi-logistic

distribution X : MO-MS,, if its survival function is of the form
F (X0 %, e0X,) = P( Xy > %, X, > X, X > X))

= ! 2.1)
1+ (X, %y -0 X, )
such that/7 (X, X,,...,X, ) satisfies the functional equation
f7(><1,xz,---,>ﬂ1)=1/7(><1+%lnp,x2+% INp,...x, +2 Inp) ,
p 1 2 n
O<p<la a,,.g, >0-0<X X,,.X% <o (2.2

/7()(1, X5, xn) is a monotonically increasing function iX satisfying
lim lim ... lim 7(x, X,,...,x,) = Oand lim lim ... lim 7(x, X,,...,X,) = .
%=0%-0 x-0 XX Xy oo
Lemma 2.1
The solution of the functional equation (2.2) is given by

(% %%, ) = exgax} h(x) + expa x}h{x )+ .+ efox}th(x) (23)
where h(%),i=12,..n are periodic functions irx, i=12,..n with period I pi=12..n
ai,

respectively.
Proof
Considering equations (2.2) and (2.3), we have
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/7(x+1lnpx+ Inp,...Xx ﬁlnp)
—[exp{ (x1+ailln p)} h,(x,)+ ..+ exp[a'n(xn ++ Inp)} hn(xn)}

= B[ p.exp{a,x}h (x,)+ ..+ p.exga,x.} h (x,)]
= exp{a,x} h (x,)+ exga x}h,(x,)+ ..+ expa,x.}h, (x,)

=17 (X Xgseear Xy ) -
Hence the proof is complete. [ |
In particular, if we choosd(x)=1,i=12,...n the MIL(a,,a,,...a,;p) reduces to a
multivariate logistic distribution with survival fiction

17 (X4 Xgreen X, ) =

'—"oll—\

©

a, >0,0i (2.4)

. _ 1
F(xl,Xz,..-,Xq) _1+ exdalxl} + exr{azxz} + .+ eX{JO’an} ,

Gumbel [6] proved that the bivariate logistic dlstition having distribution function (1.2) is
asymmetric. Similarly, it can be shown that thevsal function (2.4) is also asymmetric.

Let X :(Xl, X2...,Xn)be a random vector with joint survival function iasequation
(2.1). Then the modified multivariate survival @ion is in the form

= BF x (X)

Gx(X)= — X =(X,%,..,x)=20,0p< 1 (2.5)
The family of distributions of the form (2.5) shak called Marshall-Olkin multivariate family of
distributions. From (2.5), we can see that the fewily of multivariate semi-logistic survival
function is

G(X, X%, i8) =

1
TRy P—— X=(X X, %)= 0,6[8< 1 (2.6)

which we shall refer to as Marshall-Olkin multivate semi-logistic distribution denoted by MO-
MSL. Similar Marshall-Olkin multivariate distribath can be developed by considering
multivariate Weibull survival function. For instamca multivariate semi-Weibull distribution has

a survival function of the formF x (L)ZEXP(—U(XPXZ,...,X“)) where 77(X,, %y, ..., )

satisfied the functional equation (2.2). Then thardhall-Olkin multivariate semi-Weibull
distribution has the survival function given by

ﬂe_r](xlvxz ----- Xn)
(1 ﬁ) _r]XJ.XZ ----- X))

Similarly, from equations (2.4) and (2.5) the Mai$i©lkin multivariate logistic distribution has
the survival function given as:

F (% %%,) = 1+1[exp{alxl}+ex;§ax;}+ + oo}

The Marshall-Olkin multivariate logistic densityrfction is:

G (%%, %, 1B) = (2.7)

a >0,0iand 0<B<1 (2.8)
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2Ija|'|exp[a>g} .
f (X, XX, ) = S ,—0<x <o, @ >0, and 0<B< 1

ol Sevton]

3.0  Characterizations

This section is devoted to characterizations ptegserof Marshall-Olkin multivariate
semi-logistic distribution. The following theorergs/e the characterizations properties of this
distribution. Proofs of these theorems are alsergin this section.
Theorem 3.1

Let N be a geometric random variable with parametsuch thaP{N = n} = pg™*, n =

1,2,3,...,0p<1,q=1—p. Consider a sequen{ex O x @ xO@ x™Miz ]} of

independent and identically distributed random eectwith common survival function
F_(xl, X,,...,X, ) .Assume that N ar{JX ® x .(2) X .(3), o X ™M j> ]} are

independent for all 21.Let U, = min X() U, = mlnX() WU, = mlnX( ) Then the

1<i<N I<i<N I<i<N

random vectors(Ul,Uz,...,Un)are distributed as Marshall-Olkin multivariate seagistic if

and only if {X W x® x®  x iz ]} have the multivariate semi-logistic

distribution.
Proof
Suppose

G (X, Xy, 000 Xy)

PU,>x,U,>x,,...U,>x,)

i[ (Xl Xopeens Xy )]” pqn_l

=

=}

— X — n-1
= PF (X, %y, -%,) Z[F(xl,xz,...,xn)] gt
n=1
()
1-(1-P)F (%%, .. X,)
- 1
Let F(X,X,,....X )= , Which is the survival function of multivariate sem
(e x,) 1+7(% %y -0 X))
logistic. Substituting this into the equation abowe have
G (Xys Xpyees Xy ) = P (3.1)

P+ (X Xz X, )
which is the survival function of Marshall-Olkin ftivariate semi-logistic distribution with

. p
= p. Conversely, suppose thds ( X,, X,,..., X, ) = )
ﬁ p y pp ( ' ? ) p+,7 (X11X2’---1Xn)
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PF (Xi) Xp0eees Xy ) _ D

Then — = . Therefore, by
1-(1- p)F (X, Xp0eoXn ) P+ (X, Xg,e0X,)
—= 1
simplification, we haveF(Xl,xz,...,xn)= , which is survival function of
1+ (%, XX, )
multivariate semi-logistic distribution. This givdge complete proof. L

The next theorem gives additional characterizapooperty of MO-MSL distribution.
Before the theorem let us consider the following.

Let {Nk:kzl} be a sequence of geometric random variables wittanpeters
P, 0< p, < 1. Define

Ek(Xl,XZ,...,Xn) = p(U,(\llz_1 >x1U£12k)l > X2,"'Ur(\12)_1 > xn) k=2,3,..

Pes Fres (%, X5, -.%,)

= A% : (3.2)
1~ (1= P ) Frea (X%, %)

Here, we referFas the survival function of the geometng;_, minimum of independent and
identically distributed random vectors wiff-1 as the common survival function.
Theorem 3.2

Let {X i(l), X i(z), X i(3) yee, X i(“) J = ]} be a sequence of independent and
identically distributed non-negative random vectovsth common survival function
ﬁ(xl,xz,...,xn). Define R =R and F« as the survival function of the geometrig_,

minimum of independent and identically distributeaddom vectors Withk_l, k=2,3,.. asthe
common survival function. Then

Fre (%, X0 e0%, ) = R(X, X500 %, ) (3.3)
if and only if { X i(l), X i(z), X i(g) D¢ i(”) i ]} has MO-MSL distribution.
Proof

Considering the definition, the survival functidhe satisfies the equation (3.2). Hence,

we have ﬁ(xl,xz,...,xn) = 1 1 , where

RV CE S R T (Y
WY(X,%,,....x,) is a monotonically increasing function (i =12,3.n) x> di= 1,2,3n) as

well as limlim...lim W(x,%,...x,)=0 and limlm..lIm ¥Y(x,X,,...x ) =co.
X, -0

X -0%,-0 X 00 Xp 500 X -0

_1+Wk(xl,x2,...,>q1)
)= W (X0 X0 e0X)

'k=1,2,3,.. Putting this in

Therefore, we can writeRy (%, %5, 0%,

k=23 . Using this relation

(3.2), we get W, (x,%,,...x,

pk—l
Y Xy S —
recursively, we havéV, (X, X, ....X,) = 1 (X% %)) , as R =R that means¥, =¥ .
PPz Py-1
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This implies that W (%%, X, ) = Wi (%X %) : (3.4)

p1p2"'pk—l
Hence, F, (%, %,,..% ) = R(X,,X,,...X,)  On the other hand, assume equation (3.3) holds,

By the hypothesis of the theorem equation (3.4p¥ed. Therefore equations (3.3) and (3.4)
together lead to the equation

-1
B 1 L
1+ Xy, )t = RIXGXp,00X) ) = . This implies
{ P.P5--Pyy 1(X1 2 )} ( ? ) 1+qJ(X1,X2,...,Xn)
W (X Xy, 00, _
that W(x,X,,....X,) = L . Hence the proof is complete.
04%0) PPy --Pcs |

4.0  Marshall-Olkin multivariate semi-logistic AR(1) ,model

First order autoregressive minification process ehodith MO-MSL distribution as
stationary marginal distribution is developed iistkeection. The following theorem gives the
model.

Theorem 4.1

Consider the multivariate autoregressive minif@atiprocess{(xnl),X(z),...,X,gk) )}
having the structure:
o with probability p

X(l) -
" | min(x%,.47)  with probability - p
u with probability p
X(Z) —
" |min(x?,447 ) with probability % p (4.1)
M M M
s with probability p
X\ =

min(X%,49 ) with probability % p

where {(yﬁl), ,(12),..., ,Ek))} are the sequence of independent and identicalyrildited

innovations random variables. The{(Xﬁl),Xf]z),...,X,(]k))} is stationary with marginal

distribution of Marshall-Olkin semi-logistic (MO-MS if and only if {(y,(f), fA )} is

jointly distributed as multivariate semi-logistitsttibution (MSL).
Proof
Considering equation (4.1), we have

_ _ _ (4.2)
= PR (% X%, (1 P) Bt (% 2 1o, Rl (% X 1--,)
Under stationary condition, we have

Journal of the Nigerian Association of Mathematical Physics Volume 15 (November, 2009405 - 414
Semi-logistic distribution and minification processS. M. Umar,) of NAMP



Fxo,., xgk)(xl,xz,...,xn):{

— 1
If we take Rud,.¥ (X, %y, ..01%, ) = . then
1407 (%, Xy e X, )
= p
Fx®, . x(k)(Xl,Xz,...,Xn)= ,
P+ (% %1 01%,)
which is the survival function of MO-MSL. On thether hand, if we consider
Fxt_ x® (X X%, ) = P , which is the survival function of MO-MSL, it
P+17(%, %1%,

can be shown thaR,® (% Xgree1X,) is distributed as multivariate

"I (e )

semi-logistic distribution and the process is etary. Stationarity can be established as follows.
Assume{(Xﬁl_)l, X,(f)lng)l)}g MO-MSL and {(ﬂgl)’ﬂsz),_..,ﬂr(]k) )} d MsL.

— p . .

Then from (4.2) Fx® x®(X,X,,..0,X,) = . This established that
( ; ) p+/7(X1’X2""’Xn)

{(x,ﬁl),x,ﬁz),...,x,ﬁk))} is distributed as MO-MSL. It is also possible tshow

that{(X,(]l),X,(]Z),...,X,(]k) )} is stationary and is asymptotically marginallytdisited as MO-
MSL.

5.0 Generalization to thek™ order autoregressive model
In this section, we extended AR(1) model to tkBorder autoregressive time series

model. The structure of thk™ order autoregressive time series model is givethénfollowing
theorem.
Theorem 5.1

Consider an autoregressive time series (AR(K)) nwith structure

,U,sl) with probability p,
n-1/~n

min(X(l) (1)) with probability p,

X = min(X,ﬂl_)z, (1)) with probability p,

n

min( X, 24" ) with probability p,
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s with probability p,
min x,ﬁt)l,ugk)) with probability p,
Xy =qmin(x,,4)  with probability p, (5.1)

min(x,ﬂk)k,y(k)) with probability p,

k
where 0< p, <1,Z P, =1Then {(X,El), X(z),...,X,(f) )} has stationary marginal distribution as

i=0
MO-MSL if and only if {(ulgl),ylgz),...,uﬁk) )} is jointly distributed as multivariate semi-logisti

(MSL) distribution.
Note that the proof of the theorem 5.1 is simitathte one given in theorem 4.1 above.

6.0  Conclusion

At the endof this paper, we can conclude that a new familynaftivariate logistic and
another family of multivariate semi-logistic distutions are introduced and presented. These new
families are called Marshall-Olkin multivariate Istic and semi-logistic distributions.

The characterizations properties of these new fesndf multivariate logistic and semi-
logistic distributions are presented as an extensiocharacterizations properties multivariate
logistic and semi-logistic distributions.

Marshall-Olkin multivariate semi-logistic autoregsgon model of first order and its
structure are developed with Marshall-Olkin multisée semi-logistic distribution as stationary

marginal distribution. The model and its structurere generalized and extendedk8 order
autoregression model also using the same distibats its stationary marginal distribution.
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