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Abstract

Accompanying the benefits of Internet are variouschniques of
compromising the integrity and availability of theystem connected to it due
to flaws in its protocols and software widely emhed. The presences of
these flaws make a secured system a mirage for nbence the need for
intrusion detection system. In this paper, an engde approach — Bagging
was used on five different machine learning technigs to improve accuracy
of classifiers. Machine learning seeks for methods extracting hidden
pattern from data and come up with its own rulesdeal on given data set.
The five techniques were made up of two unsupemtiggustering) techniques
— Kmeans and Fuzzy Rough C-means, and three sugervi(classification)
techniques — TreeReduct, LERand Bayesian. Experimental study was
carried out on the International Knowledge Discoweand Data Mining Tools
Competition (KDD) dataset for benchmarking intrugiodetection systems.
The results generated from the experiment reveatkdt ensemble approach
performance on the attack types and normal is slighbetter or equal to the
best performed algorithm on that particular class.

1.0 Introduction

The need for effective and efficient security on our sgstannot be over-emphasized.
This position is strengthened by the degree of human dependemoynmuter systems and the
electronic superhighway (Internet) which grows in size and contplen daily basis for
business transactions, source of information or research. amtrdsitection system (IDS) is
required to complement preventive security measures suchragiégdéion and authentication,
logical access control, audit trails, encryption and decryptioitallgjgnature and firewalls, to
provide an additional layer of protection. Intrusion detection ianmnéo identify and detect
unauthorized accesses or abnormal phenomena, actions and eventystethewhich provides
important information for timely countermeasures [3].

Basically, there are two approaches to intrusion detection nasddescribed in [14]:
Misuse detection model refers to detection of intrusions fibldw well-defined intrusions
patterns. It is very useful in detecting known attack padter Anomaly detection refers to
detection performed by detecting changes in the patterns o#tititizor bahaviour of the system.
It can be used to detect known and novel attack. IDS are alstfiethas network-based or host-
based in terms of source of data [15 and 36].

Majority of these IDSs are rule-based or expert systendbaBkeir strengths depend on
the ability of the expert that develops them. The massive deploymeneseflDSs have
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shown their operational limits and problems - false positive [8,,911and 18]. Previous works
of [8, 9, 11, 17, 24, 35 and 36] showed that there was need for develagfraemtore effective
and efficient intrusion based system.

The limitations of current intrusion detection systems leahtincreasing interest in data
mining and machine learning for intrusion detection. Early workdata mining approaches for
intrusion detection includes the work of [12 and 40] but was firptdmented in mining audit
data for automated models for intrusion detection (MADAMID) [4®jomising researches in
this area include among others the work of [1, 2, 3, 5, 6, 15, 28, 32, 34, 37, 39, 40 and 41].

In this paper, three supervised learning techniques are usedwandnsupervised
learning techniques. TreeReduct [1] and LEM2 [20] are prediaigerithm based on the
concept of Rough Set. Rough Set is a classical mathemaimafor feature extraction in a
dataset which also generates explainable rules. Relevaaitgefe extracted are then used for
classifying network traffic either as normal or attacki\n Bayes is a powerful tool for decision
and reasoning under uncertain conditions; and it is based on strong irelepedsumption.
Clustering is the process of grouping a set of physicabsitract objects into classes of similar
objects.

This paper is organized as follows: in section 2 descriptiothefintrusion detection
evaluation dataset is presented followed by brief descriptionassification, clustering and
ensemble technique employed in section 3. Section 4 presentgtrerental setup and results
followed by conclusion in section 5.

2.0  Intrusion data set

The data used in this paper are those proposed in the KDD’99 fosiant detection
which are generally used for benchmarking intrusion detection ggrabl The dataset was a
collection of raw TCP dump data over a period of nine weeks aietibn a local area Network.
The training data was processed to about five million conneoticords from seven weeks of
network traffic and two weeks of testing data yielded around twi@mitonnection records. The
training data is made up of 22 different attacks out of thpr88ent in the test data. The attacks
types are grouped into four categories: DOS, Probe, R2L and W& air focus is not to detect
each attack type but the major category into which eachTalble 2.1 shows the different attack
types for both training (known) and the additional attack typesided for testing (unknown) for
the four categories. The four categories of the attacks desdniled t

0} DOS: Denial of service — e.g. syn flooding

(2) Probing: Surveillance and other probing, e.g. port scanning

3) U2R: unauthorized access to local super user (root) gges, e.g. buffer

overflow attacks.

(4) R2L: unauthorized access from a remote machine, e.g. password guessing

The training dataset consisted of 494,021 records among which 97,277 (L9vé6850
normal, 391,458 (79.24%) DOS, 4,107 (0.83%) Probe, 1,126 (0.23%) R2L and 52 (0.01%) U2R
connections. The testing dataset is made up of 311,029 records chitloftiiere were 60,593
(19.48%) normal, 229,853 (73.90%) DOS, 4,166 (1.34%) Probe, 16,189 (5.21%) R2L and 228
(0.07%) U2R. The test and training data are not from the samebjitybdistribution. In each
connection are 41 attributes describing different features ofaieection (excluding the class
attribute), and a label assigned to each either as an attack typeoomas n
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Table 2.1:Known and novel attack types

DOS | Probe | R2L | U2R
Known

Back, land, Neptune, ipsweep, satan, ftp_write, guess_passwa,rootkit, loadmodule,
Pod, smurf, teardrop| nmap, portsweep warezmaster, warezclient,buffer_overflow, perl
imap, phf, spy, multihop

Novel

apache2, udpstorm,Saint, mscan named, xlock, sendmaikterm, p.s., sqlattack,
processtable, XSnoop, worm, httptunnel

mailbomb snmpgetattack,

snmpguess

3.0 Basic concepts of clustering and classification approaches

supervised (classification) techniques
3.1 Basic concept of rough set

Rough Set is a useful mathematical tool to deal with impee@nd insufficient
knowledge, reduce data sets size, find hidden patterns and gesessien rules. Rough set
theory contributes immensely to the concept of reducts. Reduth® iminimal subsets of
attributes with most predictive outcome. Rough sets are Veggtige in removing redundant
features from discrete data sets.

Rough set concept is based on a pair of conventional sets called dadeupper
approximations. The lower approximation is a description of ctdbjevhich are known in
certainty to belong to the subject of interest, while upper appatiimis a description of objects
which possibly belong to the subset [23 and 31].

Definition 3.1:
Let S=<U,A,V,f) be an information system, where U is a universe containfimgta

set of N objectgx, x,,...xy}. A IS a non-empty finite set of attributes used in descriptibn
objects. V describes values of all attributes, thatis; UaDAVa where \, forms a set of values

of thea" attribute. f:UxA—V is the total decision function such ttita)eV. for everyacA and
xeU. Information system is referred to as decision tabIB) {f the attributes in S is divided into
two disjoint sets called conditiol€) and decision attribute®)] whereA= C /D andC n D =
Q.
DT =(U,COD)V, f)
A subset of attributesB 0 A defines an equivalent relation (called Indiscernibility
relation) on U, denoted as IND(B).
IND(B) ={(x y) OUXU| f(xb) = f(y,b)Ob0B}.
The equivalent classes of B-indiscernibility relation are denotgd [X]
[Xg ={ yOU|(x y) OIND( B}
Definition 3.2
GivenBO Aand X OU . X can be approximated using only the information contained
within B by constructing th®& lower and B-upper approximations of ¥edefined as:
BX ={xOX|[{g O X

BX ={xOX|[X g n X 20}
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Definition 3.3

Given attributesA = C /7D andC n D = ¢. The positive region for a given set of
condition attributeC in the relation tdND(D), POS(D) can be defined as

PO (D) = |J cX
xOD"

whereD" denotes the family of equivalence classes defined by thgoreIND(D). POS(D)
contains all objects o) that can be classified correctly into the distinct claskefmed by
IND(D).

Similarly, Given attributes subsdBs Q /A, the positive region contains all objects of U
that can be classified to blocks of partitidfQ using attributéB. B is defined as:

POS;(Q) = U BX
x0Q
Definition 3.4
Given attribute®3, Q /A, the degree of dependency@bnB overU is defined
POS; (Q
asys (Q) =%

The degree of dependency of an attribute dictates its sigmiéican rough set
theory. Two rule induction techniques: Learning from Example Moduleiover?
(LEM2) and TreeReduct algorithms developed by [1 and 20] regplcare used in
building an intrusion detection model.

3.2  The Bayesian classifier

In naive Bayes classifier, instances to be classified described by attribute

vectorsf('z(xl,/\ ,X,). Bayes classifier assigns to instances most probable or omaxien

posterior (MAP), classification from a finite set of ¢ classes.eBajassifier is given as:
n
c=argnawp(c;)[ P Ic))
GLe i=1

3.2.1 Unsupervised (Clustering) techniques
3.2.1.1 K-means clustering techniques

K-means (Har€-Means (HCM)) is one of the simplest unsupervisaaiiing algorithms
for solving clustering problem. The proceduredal a simple and easy way to classify a given
data set through a certain number of clusters (askwclusters) fixed a prior. The main idea is to
definek centroids, one for each cluster. These centrdidsild be placed far away from each
other as much as possible for better result, becdifferent location causes different results.

The next step is to take each point belonging tiivan data set and associate it to the
nearest centroid. When no point is pending, tte¢ §itep is completed and an early group age is
done. At this point we need to re-calculate k re@mtroids, a new binding has to be done
between the same data set points and the nearestenéroid. A loop has been generated. As a
result of this loop, the k centroids change thetation step by step until no more changes are
done.

Finally, this algorithm aims at minimizing an oljee function, in this case a squared

k n 2
error-function. The objective functiod =ZZ||X§” —¢; || whereJis a chosen distance
i=1 i=1

measure between a data paiit’ and the cluster centrg & an indicator of the distance of the
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n data points from their respective cluster centres.

K-means algorithm does not necessarily find the moptimal configuration,
corresponding to the global objective function minm. Also, the algorithm is significantly
sensitive to the initial randomly selected clustentres. The-means algorithm can be run
multiple times to reduce this effect. It is a gomhdidate for extension to work with fuzzy
feature vectors.
3.2.1.2 Fuzzy rough C-means

Qinghua and Daren [33] proposed Fuzzy Rough clastdnown as Fuzzy Rough C-
means (FRCM), an improvement on rough k-means (R@dhosed by [29] which was used for
web users pattern mining. The principle behind FRE&Xplained below.

According to the definition of lower and upper appmations in Rough Set theory,
object set [}z belong to the lower approximations if all theewdts in [Xg are contained by X
definitely. [x]g belong to upper approximation Xfif the objects in [z are probably contained
in object X based on knowledd® Here knowledge B classifies the universe intedhcases
respect to certain object subXetower approximation, boundary region and negatdgon.

There are some elementary properties in roughhgsery. Given an information system

<UAVf>, BOAU/B={X, X,,.... X .},:
Property 2 [xOU xUBX; = xUBX,,j=1,2,...c ;] #I

Property 2 OxOU,xOBX; = xOBX,,j=12,..¢

Property 3 [x0OU [, xOBX, = [X,, X, :xOBX, andxBX; .

Property 1 shows an object can be part of at mostlower approximation; property 2
shows that objects that belong to the lower appmakbn necessarily are contained by the upper
approximations and the third property shows thatarf object is not part of any lower
approximation, the object must belong to at leastupper approximations.

HCM assigns a label to an object definitely; trenmbership value is 0 or 1. While Fuzzy
C-means (FCM) maps a membership over the rangelPDdach object belongs to some or all of
the clusters to some fuzzy-degree. For FRCM fesdmemberships are imposed on the objects
in the boundary due to the fact that lower appratioms is the object subset which belongs to a
cluster without doubt and boundary is the regimigraeed a label with uncertainty.

Here, the membership function is defined thus

1 x OAW)
u = H 1 HL’ x OA(V) i=12,.ck=12,.N
ij c )ﬂ _Cj m-1

é{llx -ckn}

It is worth noting that the membership functiorcanstructed and is not derived by the
objective function. However, it was noted that thisoblem has little influence on the
performance. Then the new centres are calculated
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N ¢
The objective function used &, = > > u™|x. —c||" -
k=1 i=1
The criteria stated below is used to determinethdrean object belongs to lower
approximation or boundary region. For each objeahd centre point, D(x,c) is the distance
from x to c. The differences betweBlx,c)) and D) are used to determine the labekof

Let D(x,c;) = aninD(x,c,) and T ={0i,i # j:| D(x ¢) - D(xc;) | Threshold}.
1) I T#e=xOAC),xOA(C)andxOA(G),I =12,...c

2 IFT=@x0A(,),and xOA(,).

The definitions of lower and upper approximations different from the classical ones.
They are not defined based on any predefined iedifide relation on the universe. In other
word, FRCM first partitions the data into two clesslower approximations and boundary. Only
the objects in the boundary are fuzzified.
3.3 The ensemble classifier -bagging for intrusion detection

Ensemble classifier uses a combination of a senadels or classifiers, each of which
solves the same original task in order to obtalvetier composite global classifier with more
accurate and reliable estimates or decisions theng @& single classifier [7]. Minsky [26] opined
that in solving really hard problems, several téghes should be combined in order to exploit
the different virtues and evade the different latians of each of these techniques. [25] reported
that many experimental studies conducted by thehmadearning community in recent years
revealed that combining the output of multiple sifisrs reduce the generalization error.

Ensembles approaches are very effective due tiathéhat various types of classifiers have

different “inductive biases” [19 and 27]. Also,ighapproach can effectively make use of
diversity to reduce the variance-error without @asing the bias-error [7] and [38].

Unlabeled
tuples

Training
Data set

Combine Predicted
Votes labels

Figure 3.1 Multiple classifiers used in increasing modelwecy. Voting strategies are used to
combine the prediction for a given unknown tuplallézd from [21]

Bagging and boosting are two techniques that cbeldsed to improve the accuracy of
classifiers. Other techniques could be found B].[Both bagging and boosting can be used for
classification as well as prediction. Each combiaeseries ok learned models (classifiers or
predictors) M;, M,..., My, with the aim of creating an improved compositejmd\/l* as shown
in figure 3.1.
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3.3.1 Bagging

Bagging aims at improving the accuracy by creatingmproved composite classifier,
M* by amalgamating the various outputs of learnkdsifier into a single prediction. Given a
set,D, of d tuples, bagging works as follows. For iteratiqh=1,2, ...,K), a training setD; of d
tuples is sampled with replacement from the origsea of tupleD.

Since sampling with replacement is used, some efotiginal tuples oD may not be
included inD;, whereas others may occur more than once. Aifidaswodel, M;, is learned for
each classifieM;, returns its class prediction, which counts aswte. The bagged classifier,
M* counts the votes and assigns the class with the motes tox.

3.3.2 Bagging algorithm
Input:
D, a set ofd training tuples
K, the number of models in the ensemble
A learning scheme (e.g. rough set, bayes, KCM, FREIN)
Output:
A composite model M*
3.3.2.1 Method:
1) fori = 1 tok do//creat&k models
(2) create bootstrap samplg, by samplingD with replacement
3) useD; to derive a modaV;

4) endfor

To use the composite model on a tuple, X

QD if classification then

2 let each of the k models classKyand return the majority vote

3 if prediction then

4) let each ok models predict a value forand return the average predicted value;

Bagging algorithm creates an ensemble of modeds<iler or predictors) for a learning scheme
where each model gives an equally-weighted prexdicti

4.0  Experimental setup and results

The KDD cup intrusion detection benchmark dataseliez discussed in section two is
used for the experimental purpose. Since the padoce of all the machine learning techniques
used for classification in this paper are at thénost if used on discretized data set. Continuous
variables are discretized using Shannon EntropgnThemovals of redundant records in the
training dataset were performed. The 145,738 rectafi in the training dataset were used in
training the tree classification technbiques — LEM&ZeReduct and Bayes.

The 22 attack types and normal in the trainingveete grouped into one of the five
classes, 0 for Normal, 1 for probe, 2 for DoS, BU@GR and 4 for R2L. Preprocessing is grouped
into three steps. In the first step, categoriealtures like protocol_type (3 different symbols, tcp
udp,icmp), Service (66 different symbols), and fidd different symbols) were mapped to
integer values ranging from 1 td whereN is the total number of symbol variation in each
feature.

In the second step, continuous-value attributes tlkration, src_bytes, dst_bytes are
standardized based on equal bin partitioned intéoR@lustering and shanon entropy was used
for classification techniques. Boolean feature liwed having values 0 or 1 were left unchanged.

In the experiment attributes containing only oneiateon like attribute 20 and 21
(outbound command count for FTP session and hat)ladentified to be of no significance in
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Adetunmbi [3] were removed. Also attributes 13, 1%, 22 and 40 (Number of
“compromised” conditions, root command attemptedymider of file creation operations,
guest_login, and dst_host_rerror_rate) identifeete of little significant were also removed and
a total of thirty four attributes left were usedidg testing. Table 4.1 shows the distribution of

randomly selected data set for the experiment rogadef one thousand, eight hundred and eight
records.

Table 4.1:Distribution of the test Data

Categories Number and names of attack Total

Normal 500

Probe Ipsweep(100), satan (100), nmap(100), poejs(@e0) 400

DoS Back(100), land(19), Neptune(100), Pod(100yrh33), teardrog 552
100

U2R (rootIZit(lo), loadmodule(9), buffer_overflow(3@erl (3) 52

R2L ftp_write(8), guess_passwd(53), warezmastey@@yrezclient 304
(200),imap(12),phf(4),spy(2), multihop(7)

4.1 Experimental results

For this experiment bagging approach is adoptdwe approach was modified a little; the
modifications include classification without repéaeent and assigning of different weight to
different classifier based on the accuracy achiéwedach group. The classifiers are TreeReduct,
LEM2, EntropyBayesk-means and FRCM. The first three are supervissddavhile the last
two belongs to unsupervised learning techniqueke fEsting data set is the same as the one
shown in Table 4.1

Tables 4.2, 4.3, 4.4, 4.5 and 4.6 show the comnfusiatrix obtained using the five

different classifiers. The classification accuraéyeach classifier for the four attack groups and
normal is depicted in each confusion matrix.

Table 4.2:Confusion matrix obtained witkkmeans

Predicted as | Normal Probing DOS U2R R2L

Actual

Normal(500) | 457(91.40%)| 0(0.00%) 42(8.40%) 1(0.20%) 0(0.00%)
Probing(400)| 2(0.40%) 186(46.50%)| 16(4.00%) 0(0.00)% 196(49.009
DOS(552) 180(32.61%) 1(0.18%) | 299(54.17%) | 0(0.00%) 70(12.68%)
U2R(52) 0(0.00%) 0(0.00%) 11(21.15%) | 25(48.08%) | 16(30.77%)
R2L(304) 4(1.32%) 0(0.00%) 69(22.70%) 1(0.33%)| 230(75.66%)

Table 4.3:Confusion matrix obtained with FRCM € 0.25)

Predicted as

Normal Probing DOS U2R R2L
Actual
Normal(500) | 460(92.0%) | 0(0.00%) 39(7.8%) 1(0.20%) 0(0.00%)
Probing(400)| 0(0.00%) 198(49.50%) | 14(3.50%) 0(0.00)% 188(47.00%)
DOS(552) 180(32.61%) 1(0.18%) | 299(54.17%)| 0(0.00%) 70(12.68%)
U2R(52) 0(0.00%) 0(0.00%) 10(19.23%) 30(57.69%) | 12(23.08%)
R2L(304) 4(1.32%) 0(0.00%) 64(21.05% 1(0.33%)| 235(77.30%)
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Table 4.4:Confusion matrix obtained with EntropyBayes

Predicted as | Normal Probing DOS U2R R2L
Actual

Normal(500) | 478(95.60%)| 2(0.40%) 2(0.40%) 4(0.80%) 4(0.80%)
Probing(400)| 274(68.50%) 125(31.25%)| 0(0.000%) 1(0.25)% 0(0.00%)
DOS(552) 96(17.39%) | 2(0.36%) | 441(79.89%)| 13(2.36%) 0(0.00%)
U2R(52) 23(44.23%) | 5(9.62%) 1(1.92%) | 23(44.23%) | 0(0.00%)
R2L(304) 212(69.74%) 12(3.94%) 0(0.00%) 23(7.57%)) 57(18.75%)

Table 4.5 Confusion matrix obtained with TreeReduct

Predicted as | Normal Probing DOS U2R R2L

Actual

Normal(500) | 336(67.20%)| 2(0.40%) 159(31.80%)| 0(0.00%) 3(0.60%)
Probing(400)| 0(0.00%) 378(94.50%)| 0(0.000%) 0(0.00)% 22(5.50%)
DOS(552) 0(0.00%) 44(7.43%) | 492(89.13%) | 0(0.00%) 19(3.44%)
U2R(52) 0(0.00%) 0(0.00%) 0(0.00%) 37(71.15%) | 15(28.85%)
R2L(304) 0(0.00%) 50(16.45%)| 1(0.33%) 0(0.00%) | 253(83.22%)

Table 4.6:Confusion matrix obtained with LEM2

Predicted as | Normal Probing DOS U2R R2L

Actual

Normal(500) | 499(99.80%)| 1(0.20%) 0(0.00%) 0(0.00%) 0(0.00%)
Probing(400)| 113(28.25%) 287(71.75%)| 0(0.000%) 0(0.00)% 0(0.00%)
DOS(552) 360(65.22%) 0(0.00%) | 192(34.78%) | 0(0.00%) 0(0.00%)
U2R(52) 33(63.46%) | 1(1.92%) 0(0.00%) | 18(34.62%) | 0(0.00%)
R2L(304) 180(59.21%) 0(0.00%) 0(0.00%) 2(0.66%) | 122(40.13%)

The formula below is used in combining the fivefeliént classifiers involved in the
ensemble approach to obtain the confusion matriatdé 4.7

5
BC. = 2. W,
c=i=1l

wherec — classifier,

W, — Weight value for each class — normal and attacks

BC.— summation of weights for each class/group — nhramal attacks

BC. with the highest value gives new class group. dsecof where two equal values are
produced foBC;, the class assigned is the one with the higtievalue.

Table 4.7:Confusion matrix obtained with bagging

Predicted as | Normal Probing DOS U2R R2L

Actual

Normal(500) | 499(99.80%)| 1(0.20%) 0(0.00%) 0(0.00%) 0(0.00%)
Probing(400) | 0(0.00%) 384(96.0%) | 0(0.000%) 0(0.00)% 16(4.00%)
DOS(552) 32(0.06%) 0(0.00%) | 520(94.20%)| 0(0.00%) 0(0.00%)

U2R(52) 2(0.04%) 1(1.92%) 0(0.00%) | 37(83.22%) | 13(0.25%)
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\R2L(304) \1(0.003%) \ 39(0.13%)| 11(0.04%)\ 1(0.00304)252(0.83%)|

Table 4.8 shows the correct classification for fdrferent classifiers and Bagging for
five different attack groups and normal using ttemdard intrusion detection evaluation dataset.
LEM2 based rough set algorithm has the highestctieteaccuracy of 99.80% for normal while
TreeReduct has the detection accuracy for all tfaglkagroups as shown in Table 4.2. Finally, the
result shows that the performance of the ensentiaigging) approach is slightly better or equal
to the best performed algorithm on that particgtaup.

Table 4.8:Performance of treereduct, LEM2, Roughbajeseans, and FRCM in terms of Detection Accuracy

Class/Detector | TreeReduct | LEM2 EntropyBayes | Kmeans | FRCM | Bagging
Normal 67.200 99.80% | 95.60% 91.40% 92.00% 99.80%
Dos 89.13% 34.78% 79.89% 54.17% 54.17%94.20%
Probe 94.50% 71.75% 31.25% 46.50% 49.50%96.20%
R2I 83.22% 40.130% | 18.75% 75.66% 77.30%83.22%
U2r 71.15% 34.62% 44.23% 48.08% 57.69%71.15%

5.0 Conclusion

In this paper, two clustering techniqudsnfeans and FRCM) were used to classify
unlabelled dataset. From the experiment, the @m@ghoechniqgue FRCM performs better ttkan
means which shows that this is a promising approddie detection accuracy of FRCM is better
than ofk-means as its performance outweighs kmeans indtextibn of the presence of each
group except DOS. Clustering algorithms are gelyedddeaper and of utmost importance for
classifying unlabeled dataset. Also three predictechniques were used and their performances
in terms of detection accuracy are shown in Tah® 4Finally, the ensemble approach
performance on the attack types and normal is tyfighetter or equal to the best performed
algorithm on that particular class.

The results of the developed tools are satisfattmugh it can be improved upon. These
tools will go a long way in alleviating the problsmof security of data by detecting security
breaches on computer system.
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