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Abstract 

 
Accompanying the benefits of Internet are various techniques of 

compromising the integrity and availability of the system connected to it due 
to flaws in its protocols and software widely entrenched. The presences of 
these flaws make a secured system a mirage for now, hence the need for 
intrusion detection system.  In this paper, an ensemble approach – Bagging 
was used on five different machine learning techniques to improve accuracy 
of classifiers. Machine learning seeks for methods of extracting hidden 
pattern from data and come up with its own rules based on given data set.  
The five techniques were made up of two unsupervised (clustering) techniques 
– Kmeans and Fuzzy Rough C-means, and three supervised (classification) 
techniques – TreeReduct, LEM2 and Bayesian.  Experimental study was 
carried out on the International Knowledge Discovery and Data Mining Tools 
Competition (KDD) dataset for benchmarking intrusion detection systems.  
The results generated from the experiment revealed that ensemble approach 
performance on the attack types and normal is slightly better or equal to the 
best performed algorithm on that particular class. 
 

 
 

1.0 Introduction 
The need for effective and efficient security on our system cannot be over-emphasized. 

This position is strengthened by the degree of human dependency on computer systems and the 
electronic superhighway (Internet) which grows in size and complexity on daily basis for 
business transactions, source of information or research.  Intrusion detection system (IDS) is 
required to complement preventive security measures such as identification and authentication, 
logical access control, audit trails, encryption and decryption, digital signature and firewalls, to 
provide an additional layer of protection. Intrusion detection is meant to identify and detect 
unauthorized accesses or abnormal phenomena, actions and events in the system, which provides 
important information for timely countermeasures [3]. 

Basically, there are two approaches to intrusion detection model as described in [14]: 
Misuse detection model refers to detection of intrusions that follow well-defined intrusions 
patterns. It is very useful in detecting known attack patterns.  Anomaly detection refers to 
detection performed by detecting changes in the patterns of utilization or bahaviour of the system. 
It can be used to detect known and novel attack. IDS are also classified as network-based or host-
based in terms of source of data [15 and 36]. 

Majority of these IDSs are rule-based or expert system based.  Their strengths depend on 
the ability of the expert that develops them. The massive deployments of these IDSs have  
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shown their operational limits and problems - false positive [8, 9, 13, 17 and 18].  Previous works 
of [8, 9, 11, 17, 24, 35 and 36] showed that there was need for development of a more effective 
and efficient intrusion based system.  

The limitations of current intrusion detection systems led to an increasing interest in data 
mining and machine learning for intrusion detection. Early works on data mining approaches for 
intrusion detection includes the work of [12 and 40] but was first implemented in mining audit 
data for automated models for intrusion detection (MADAMID) [40]. Promising researches in 
this area include among others the work of [1, 2, 3, 5, 6, 15, 28, 32, 34, 37, 39, 40 and 41]. 

In this paper, three supervised learning techniques are used and two unsupervised 
learning techniques. TreeReduct [1] and LEM2 [20] are predictive algorithm based on the 
concept of Rough Set. Rough Set is a classical mathematical tool for feature extraction in a 
dataset which also generates explainable rules. Relevance features extracted are then used for 
classifying network traffic either as normal or attack. Naïve Bayes is a powerful tool for decision 
and reasoning under uncertain conditions; and it is based on strong independence assumption. 
Clustering is the process of grouping a set of physical or abstract objects into classes of similar 
objects. 

This paper is organized as follows: in section 2 description of the intrusion detection 
evaluation dataset is presented followed by brief description of classification, clustering and 
ensemble technique employed in section 3. Section 4 presents the experimental setup and results 
followed by conclusion in section 5. 

 
2.0 Intrusion data set 

The data used in this paper are those proposed in the KDD’99 for intrusion detection 
which are generally used for benchmarking intrusion detection problems.  The dataset was a 
collection of raw TCP dump data over a period of nine weeks simulated on a local area Network. 
The training data was processed to about five million connection records from seven weeks of 
network traffic and two weeks of testing data yielded around two million connection records. The 
training data is made up of 22 different attacks out of the 39 present in the test data. The attacks 
types are grouped into four categories: DOS, Probe, R2L and U2R since our focus is not to detect 
each attack type but the major category into which each fall.  Table 2.1 shows the different attack 
types for both training (known) and the additional attack types included for testing (unknown) for 
the four categories. The four categories of the attacks described thus: 

(1) DOS: Denial of service – e.g. syn flooding 
(2) Probing: Surveillance and other probing, e.g. port scanning 
(3) U2R: unauthorized access to local super user (root) privileges, e.g. buffer 
overflow attacks. 
(4) R2L: unauthorized access from a remote machine, e.g. password guessing 

 The training dataset consisted of 494,021 records among which 97,277 (19.69%) were 
normal, 391,458 (79.24%) DOS, 4,107 (0.83%) Probe, 1,126 (0.23%) R2L and 52 (0.01%) U2R 
connections.  The testing dataset is made up of 311,029 records out of which there were 60,593 
(19.48%) normal, 229,853 (73.90%) DOS, 4,166 (1.34%) Probe, 16,189 (5.21%) R2L and 228 
(0.07%) U2R. The test and training data are not from the same probability distribution.  In each 
connection are 41 attributes describing different features of the connection (excluding the class 
attribute), and a label assigned to each either as an attack type or as normal.  
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Table 2.1: Known and novel attack types 

 
DOS Probe R2L U2R 

Known 

Back, land, Neptune, 
Pod, smurf, teardrop 

ipsweep, satan, 
nmap, portsweep 

ftp_write, guess_passwd, 
warezmaster, warezclient, 
imap, phf, spy, multihop 

rootkit, loadmodule, 
buffer_overflow, perl 

Novel 
apache2, udpstorm, 
processtable, 
mailbomb 

Saint, mscan named, xlock, sendmail, 
xsnoop, worm,  
 snmpgetattack, 
snmpguess 

xterm, p.s., sqlattack, 
httptunnel  

 
3.0 Basic concepts of clustering and classification approaches  

supervised (classification) techniques 
3.1 Basic concept of rough set 

Rough Set is a useful mathematical tool to deal with imprecise and insufficient 
knowledge, reduce data sets size, find hidden patterns and generate decision rules. Rough set 
theory contributes immensely to the concept of reducts.  Reducts is the minimal subsets of 
attributes with most predictive outcome.  Rough sets are very effective in removing redundant 
features from discrete data sets. 

Rough set concept is based on a pair of conventional sets called lower and upper 
approximations.  The lower approximation is a description of objects which are known in 
certainty to belong to the subject of interest, while upper approximation is a description of objects 
which possibly belong to the subset [23 and 31]. 
Definition 3.1: 

Let , , ,S U A V f=  be an information system, where U is a universe containing a finite 

set of N objects 1 2{ , ,.... }Nx x x . A is a non-empty finite set of attributes used in description of 

objects.  V describes values of all attributes, that is, aa A
V V

∈
= U  where Va forms a set of values 

of the ath attribute.  f:UxA→V is the total decision function such that f(x,a)ϵVa for every aϵA and 
xϵU.  Information system is referred to as decision table (DT) if the attributes in S is divided into 
two disjoint sets called condition (C) and decision attributes (D) where A = C ∪ D  and C ∩ D = 
φ.  

, , ,DT U C DV f= ∪  

A subset of attributes B A⊆  defines an equivalent relation (called Indiscernibility 
relation) on U, denoted as IND(B). 

( ) {( , ) | ( , ) ( , ) }IND B x y UxU f x b f y b b B= ∈ = ∀ ∈ . 
The equivalent classes of B-indiscernibility relation are denoted [x]B. 

[ ] { | ( , ) ( )}Bx y U x y IND B= ∈ ∈  
Definition 3.2 

GivenB A and X U⊆ ⊆ . X can be approximated using only the information contained 
within B by constructing the B lower and B-upper approximations of set X defined as: 

{ | [ ] }

{ | [ ] 0}

B

B

BX x X x X

BX x X x X

= ∈ ⊆

= ∈ ∩ ≠
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Definition 3.3 

Given attributes A = C ∪ D and C ∩ D = φ. The positive region for a given set of 
condition attribute C in the relation to IND(D), POSC(D) can be defined as  

*

( )C

x D

POS D CX
∈

= U  

where D* denotes the family of equivalence classes defined by the relation IND(D).   POSC(D) 
contains all objects of U that can be classified correctly into the distinct classes defined by 
IND(D). 

Similarly, Given attributes subsets B, Q ⊆ A, the positive region contains all objects of U 
that can be classified to blocks of partition U/Q using attribute B.  B is defined as: 

( )B
x Q

POS Q BX
∈

= U  

Definition 3.4 
Given attributes B, Q ⊂ A, the degree of dependency of Q on B over U is defined 

as
( )

( )
| |

B
B

POS Q
Q

U
γ =  

The degree of dependency of an attribute dictates its significance in rough set 
theory. Two rule induction techniques: Learning from Example Module version 2 
(LEM2) and TreeReduct algorithms developed by [1 and 20] respectively are used in 
building an intrusion detection model.  
3.2 The Bayesian classifier  

In naïve Bayes classifier, instances to be classified are described by attribute 
vectors ),,( 1 nxxx Λρ = . Bayes classifier assigns to instances most probable or maximum a 

posterior (MAP), classification from a finite set of c classes.  Bayes classifier is given as: 

∏
=∈

=
n

i
jij

Cc
cxPcPc

j 1

)|()(maxarg  

3.2.1 Unsupervised (Clustering) techniques 
3.2.1.1 K-means clustering techniques 

K-means (Hard C-Means (HCM)) is one of the simplest unsupervised learning algorithms 
for solving clustering problem.  The procedure follows a simple and easy way to classify a given 
data set through a certain number of clusters (assume k clusters) fixed a prior.  The main idea is to 
define k centroids, one for each cluster. These centroids should be placed far away from each 
other as much as possible for better result, because different location causes different results. 

The next step is to take each point belonging to a given data set and associate it to the 
nearest centroid.  When no point is pending, the first step is completed and an early group age is 
done.  At this point we need to re-calculate k new centroids, a new binding has to be done  
between the same data set points and the nearest new centroid.  A loop has been generated.  As a 
result of this loop, the k centroids change their location step by step until no more changes are 
done. 

Finally, this algorithm aims at minimizing an objective function, in this case a squared 

error-function.  The objective function 
2

( )

1 1

|| ||
i

k n
j

j
j i

J x c
= =

= −∑∑   where J is a chosen distance 

measure between a data point ( )j
ix and the cluster centre cj, is an indicator of the distance of the  
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n data points from their respective cluster centres. 

K-means algorithm does not necessarily find the most optimal configuration, 
corresponding to the global objective function minimum.  Also, the algorithm is significantly 
sensitive to the initial randomly selected cluster centres.  The k-means algorithm can be run 
multiple times to reduce this effect.  It is a good candidate for extension to work with fuzzy 
feature vectors.   
3.2.1.2 Fuzzy rough C-means 

Qinghua and Daren [33] proposed Fuzzy Rough clustering known as Fuzzy Rough C-
means (FRCM), an improvement on rough k-means (RCM) proposed by [29] which was used for 
web users pattern mining. The principle behind FRCM is explained below. 

According to the definition of lower and upper approximations in Rough Set theory, 
object set [xi]B belong  to the lower approximations if all the objects in [xi]B are contained by X 
definitely. [xj]B belong to upper approximation of X if the objects in [xJ]B are probably contained 
in object X based on knowledge B.  Here knowledge B classifies the universe into three cases 
respect to certain object subset X: lower approximation, boundary region and negative region. 

There are some elementary properties in rough set theory. Given an information system 
<U,A,V,f>, 1 2, / { , ,..., },:cB A U B X X X⊆ =    

Property 1 , , 1,2,..., ;i jx U x BX x BX j c j i• ∀ ∈ ∈ ⇒ ∉ = ≠  

Property 2 , , 1,2,...,i jx U x BX x BX j c• ∀ ∈ ∈ ⇒ ∈ =  

Property 3 , , : .i i k l k lx U x BX X X x BX and x BX• ∀ ∈ ∀ ∉ ⇒ ∃ ∈ ∈  

 Property 1 shows an object can be part of at most one lower approximation; property 2 
shows that objects that belong to the lower approximation necessarily are contained by the upper 
approximations and the third property shows that if an object is not part of any lower 
approximation, the object must belong to at least two upper approximations. 
 HCM assigns a label to an object definitely; the membership value is 0 or 1. While Fuzzy 
C-means (FCM) maps a membership over the range 0 to 1; each object belongs to some or all of 
the clusters to some fuzzy-degree.  For FRCM fuzziness memberships are imposed on the objects 
in the boundary due to the fact that lower approximations is the object subset which belongs to a 
cluster without doubt and boundary is the region assigned a label with uncertainty. 
 Here, the membership function is defined thus 

   2
1

1

1, ( )

1
, ( ) 1,2,... ; 1,2,...,

m

k i

k i
ij c

i j

k i k

x A v

x A v i c k Nu
x c

x c

−

=

∈

 ∈ = ==   −  
  − 
∑

 It is worth noting that the membership function is constructed and is not derived by the 
objective function. However, it was noted that this problem has little influence on the 
performance.   Then the new centres are calculated by 

1

1

.
, 1,2,..., .

N
m
ik k

k
i N

m
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k
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=
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The objective function used is 
2

1 1

N c
m

m ik k i
k i

J u x c
= =

= −∑∑ . 

 The criteria stated below is used to determine whether an object belongs to lower 
approximation or boundary region.  For each object x and centre point c, D(x,c) is the distance 
from x to c. The differences between D(x,ci) and D(x,cj) are used to determine the label of x.  

Let 
1

( , ) min ( , )j i
i c

D x c D x c
≤ ≤

=  and  { , :| ( , ) ( , ) | }i jT i i j D x c D x c Threshold= ∀ ≠ − ≤ . 

(1) If ( ), ( ) ( ), 1,2,...,i j lT x A c x A c and x A c l cφ≠ ⇒ ∈ ∈ ∉ =  

(2) If , ( ), ( ).j jT x A c and x A cφ= ∈ ∈  

The definitions of lower and upper approximations are different from the classical ones.  
They are not defined based on any predefined indiscernible relation on the universe.  In other 
word, FRCM first partitions the data into two classes: lower approximations and boundary.  Only 
the objects in the boundary are fuzzified. 
3.3 The ensemble classifier -bagging for intrusion detection 

Ensemble classifier uses a combination of a set of models or classifiers, each of which 
solves the same original task in order to obtain a better composite global classifier with more 
accurate and reliable estimates or decisions than using a single classifier [7].  Minsky [26] opined 
that in solving really hard problems, several techniques should be combined in order to exploit 
the different virtues and evade the different limitations of each of these techniques. [25] reported 
that many experimental studies conducted by the machine learning community in recent years 
revealed that combining the output of multiple classifiers reduce the generalization error. 

Ensembles approaches are very effective due to the fact that various types of classifiers have 
different “inductive biases” [19 and 27].  Also, this approach can effectively make use of 
diversity to reduce the variance-error without increasing the bias-error [7] and [38].  

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure  3.1: Multiple classifiers used in increasing model accuracy. Voting strategies are used to 
combine the prediction for a given unknown tuple (culled from [21] 

Bagging and boosting are two techniques that could be used to improve the accuracy of 
classifiers.  Other techniques could be found in [25].  Both bagging and boosting can be used for 
classification as well as prediction. Each combines a series of k learned models (classifiers or 
predictors), M1, M2,…, Mk, with the aim of creating an improved composite model, M* as shown 
in figure 3.1. 
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3.3.1 Bagging 
Bagging aims at improving the accuracy by creating an improved composite classifier, 

M* by amalgamating the various outputs of learned classifier into a single prediction.  Given a 
set, D, of d tuples, bagging works as follows.  For iteration i (i =1,2, …, k), a training set, Di of d 
tuples is sampled with replacement from the original set of tuples D.   

Since sampling with replacement is used, some of the original tuples of D may not be 
included in Di, whereas others may occur more than once.  A classifier model, Mi, is learned for 
each classifier Mi, returns its class prediction, which counts as one vote.  The bagged classifier, 
M* counts the votes and assigns the class with the most votes to X. 
3.3.2 Bagging algorithm 

Input: 
D, a set of d training tuples 
K, the number of models in the ensemble 
A learning scheme (e.g. rough set, bayes, KCM, FRCM, etc) 

Output: 
A composite model M* 

3.3.2.1 Method: 
(1) for i = 1 to k do//create k models 
(2) create bootstrap sample, Di, by sampling D with replacement 
(3) use Di to derive a model Mi 
(4) endfor 
To use the composite model on a tuple, X 
(1) if classification then 
(2) let each of the k models classify X and return the majority vote 
(3) if prediction then 
(4) let each of k models predict a value for X and return the average predicted value; 
Bagging algorithm creates an ensemble of models (classifier or predictors) for a learning scheme 
where each model gives an equally-weighted prediction. 
 
4.0 Experimental setup and results 

The KDD cup intrusion detection benchmark dataset earlier discussed in section two is 
used for the experimental purpose. Since the performance of all the machine learning techniques 
used for classification in this paper are at their utmost if used on discretized data set. Continuous 
variables are discretized using Shannon Entropy. Then, removals of redundant records in the 
training dataset were performed. The 145,738 records left in the training dataset were used in 
training the tree classification technbiques – LEM2, TreeReduct and Bayes. 

The 22 attack types and normal in the training set were grouped into one of the five 
classes, 0 for Normal, 1 for probe, 2 for DoS, 3 for U2R and 4 for R2L. Preprocessing is grouped 
into three steps.  In the first step, categorical features like protocol_type (3 different symbols tcp, 
udp,icmp), Service (66 different symbols), and flag (11 different symbols) were mapped to 
integer values ranging from 1 to N where N is the total number of symbol variation in each 
feature. 

In the second step, continuous-value attributes like duration, src_bytes, dst_bytes are 
standardized based on equal bin partitioned into 20 for clustering and shanon entropy was used 
for classification techniques. Boolean feature like land having values 0 or 1 were left unchanged.   

In the experiment attributes containing only one variation like attribute 20 and 21 
(outbound command count for FTP session and hot login) identified to be of no significance in  
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Adetunmbi [3] were removed. Also attributes 13, 15, 17, 22 and 40 (Number of 

“compromised” conditions, root command attempted, Number of file creation operations, 
guest_login, and dst_host_rerror_rate) identified to be of little significant were also removed and 
a total of thirty four attributes left were used during testing.  Table 4.1 shows the distribution of 
randomly selected data set for the experiment made up of one thousand, eight hundred and eight 
records. 
 

Table 4.1: Distribution of the test Data 
 

Categories Number and names of attack Total 
Normal  500 

Probe Ipsweep(100), satan (100), nmap(100), portsweep(100) 400 
DoS Back(100), land(19), Neptune(100), Pod(100), smurf(133), teardrop 

(100) 
552 

U2R rootkit(10), loadmodule(9), buffer_overflow(30), perl (3)  52 
R2L ftp_write(8), guess_passwd(53), warezmaster(20), Warezclient 

(200),imap(12),phf(4),spy(2), multihop(7) 
304 

4.1 Experimental results 
For this experiment bagging approach is adopted.  The approach was modified a little; the 

modifications include classification without replacement and assigning of different weight to 
different classifier based on the accuracy achieved for each group. The classifiers are TreeReduct, 
LEM2, EntropyBayes, k-means and FRCM.  The first three are supervised based while the last 
two belongs to unsupervised learning techniques.  The testing data set is the same as the one 
shown in Table 4.1 

Tables 4.2, 4.3, 4.4, 4.5 and 4.6 show the confusion matrix obtained using the five 
different classifiers. The classification accuracy of each classifier for the four attack groups and 
normal is depicted in each confusion matrix. 

 
Table 4.2: Confusion matrix obtained with k-means 

 
Predicted as 
Actual 

Normal Probing DOS U2R R2L 

Normal(500) 457(91.40%) 0(0.00%) 42(8.40%) 1(0.20%) 0(0.00%) 

Probing(400) 2(0.40%) 186(46.50%) 16(4.00%) 0(0.00)% 196(49.00%) 

DOS(552) 180(32.61%) 1(0.18%) 299(54.17%) 0(0.00%) 70(12.68%) 

U2R(52) 0(0.00%) 0(0.00%) 11(21.15%) 25(48.08%) 16(30.77%) 

R2L(304) 4(1.32%) 0(0.00%) 69(22.70%) 1(0.33%) 230(75.66%) 
 

Table 4.3: Confusion matrix obtained with FRCM (ε = 0.25) 
 

Predicted as 
Actual 

Normal Probing DOS U2R R2L 

Normal(500) 460(92.0%) 0(0.00%) 39(7.8%) 1(0.20%) 0(0.00%) 

Probing(400) 0(0.00%) 198(49.50%) 14(3.50%) 0(0.00)% 188(47.00%) 

DOS(552) 180(32.61%) 1(0.18%) 299(54.17%) 0(0.00%) 70(12.68%) 

U2R(52) 0(0.00%) 0(0.00%) 10(19.23%) 30(57.69%) 12(23.08%) 

R2L(304) 4(1.32%) 0(0.00%) 64(21.05%) 1(0.33%) 235(77.30%) 
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Table 4.4: Confusion matrix obtained with EntropyBayes 
 

Predicted as 
Actual 

Normal Probing DOS U2R R2L 

Normal(500) 478(95.60%) 2(0.40%) 2(0.40%) 4(0.80%) 4(0.80%) 

Probing(400) 274(68.50%) 125(31.25%) 0(0.000%) 1(0.25)% 0(0.00%) 

DOS(552) 96(17.39%) 2(0.36%) 441(79.89%) 13(2.36%) 0(0.00%) 

U2R(52) 23(44.23%) 5(9.62%) 1(1.92%) 23(44.23%) 0(0.00%) 

R2L(304) 212(69.74%) 12(3.94%) 0(0.00%) 23(7.57%) 57(18.75%) 
 

Table 4.5: Confusion matrix obtained with TreeReduct 
 

Predicted as 
Actual 

Normal Probing DOS U2R R2L 

Normal(500) 336(67.20%) 2(0.40%) 159(31.80%) 0(0.00%) 3(0.60%) 

Probing(400) 0(0.00%) 378(94.50%) 0(0.000%) 0(0.00)% 22(5.50%) 

DOS(552) 0(0.00%) 44(7.43%) 492(89.13%) 0(0.00%) 19(3.44%) 

U2R(52) 0(0.00%) 0(0.00%) 0(0.00%) 37(71.15%) 15(28.85%) 

R2L(304) 0(0.00%) 50(16.45%) 1(0.33%) 0(0.00%) 253(83.22%) 
 

Table 4.6: Confusion matrix obtained with LEM2 
 

Predicted as 
Actual 

Normal Probing DOS U2R R2L 

Normal(500) 499(99.80%) 1(0.20%) 0(0.00%) 0(0.00%) 0(0.00%) 

Probing(400) 113(28.25%) 287(71.75%) 0(0.000%) 0(0.00)% 0(0.00%) 

DOS(552) 360(65.22%) 0(0.00%) 192(34.78%) 0(0.00%) 0(0.00%) 

U2R(52) 33(63.46%) 1(1.92%) 0(0.00%) 18(34.62%) 0(0.00%) 

R2L(304) 180(59.21%) 0(0.00%) 0(0.00%) 2(0.66%) 122(40.13%) 

The formula below is used in combining the five different classifiers involved in the 
ensemble approach to obtain the confusion matrix of table 4.7 

5

,
1

 c c i
c i

BC W
= =

= ∑  

where c – classifier,  
 Wi – Weight value for each class – normal and attacks 
 BCc – summation of weights for each class/group – normal, and attacks  
 BCc with the highest value gives new class group.  In case of where two equal values are 
produced for BCc, the class assigned is the one with the higher Wci value. 
  

Table 4.7: Confusion matrix obtained with bagging 
 

Predicted as 
Actual 

Normal Probing DOS U2R R2L 

Normal(500) 499(99.80%) 1(0.20%) 0(0.00%) 0(0.00%) 0(0.00%) 

Probing(400) 0(0.00%) 384(96.0%) 0(0.000%) 0(0.00)% 16(4.00%) 

DOS(552) 32(0.06%) 0(0.00%) 520(94.20%) 0(0.00%) 0(0.00%) 

U2R(52) 2(0.04%) 1(1.92%) 0(0.00%) 37(83.22%) 13(0.25%) 
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R2L(304) 1(0.003%) 39(0.13%) 11(0.04%) 1(0.003%) 252(0.83%) 

 
 

Table 4.8 shows the correct classification for five different classifiers and Bagging for 
five different attack groups and normal using the standard intrusion detection evaluation dataset. 
LEM2 based rough set algorithm has the highest detection accuracy of 99.80% for normal while 
TreeReduct has the detection accuracy for all the attack groups as shown in Table 4.2. Finally, the 
result shows that the performance of the ensemble (bagging) approach is slightly better or equal 
to the best performed algorithm on that particular group. 
 

Table 4.8: Performance of treereduct, LEM2, Roughbayes, k means, and FRCM in terms of Detection Accuracy 
 

Class/Detector TreeReduct LEM2 EntropyBayes Kmeans FRCM Bagging 
Normal 67.20% 99.80% 95.60% 91.40% 92.00% 99.80% 
Dos 89.13% 34.78% 79.89% 54.17% 54.17% 94.20% 
Probe 94.50% 71.75% 31.25% 46.50% 49.50% 96.20% 
R2l 83.22% 40.130% 18.75% 75.66% 77.30% 83.22% 
U2r 71.15% 34.62% 44.23% 48.08% 57.69% 71.15% 

 
5.0 Conclusion 

In this paper, two clustering techniques (k-means and FRCM) were used to classify 
unlabelled dataset.  From the experiment, the proposed technique FRCM performs better than k-
means which shows that this is a promising approach.  The detection accuracy of FRCM is better 
than of k-means as its performance outweighs kmeans in the detection of the presence of each 
group except DOS. Clustering algorithms are generally cheaper and of utmost importance for 
classifying unlabeled dataset. Also three predictive techniques were used and their performances 
in terms of detection accuracy are shown in Table 4.2.  Finally, the ensemble approach 
performance on the attack types and normal is slightly better or equal to the best performed 
algorithm on that particular class. 
 The results of the developed tools are satisfactory though it can be improved upon.  These 
tools will go a long way in alleviating the problems of security of data by detecting security 
breaches on computer system. 
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