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Abstract

The Nigerian Defence Academy (NDA) has no sick parade model that can
enhance adequate planning and resource allocation. This research tackled this
problem by developing a model that will assist in decision making policies.
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1.0 Introduction

Classical seasonal decomposition according to Mackenzi [7] is one of &%t afdl most popular
forecasting methods that can be used for strategic decisiongsmdae allocation. This method was
first introduced in the mid 1950’s by Shiskin J, with the Censusethod to the present day X-11 variant
of the Method Il seasonal adjustment program.

The use of 12-month moving average in seasonal decomposition meihgdinear regression
and seasonal index have attracted attention of researidgerBlack [3], Box and Jenkins [4], Fuller [5],
Ghysels [6], Makridakis and Wheelwright [9], etc and all thessl uaw data to obtain the regression
equation.

However, Andrew [1], Amir and Javayel [2], Stephen [11], Stiaea et al [12], etc, have shown
that using deseasonalized data results in a better model selection tharawltkata is used.

This research concentrates on the Census | method using the 12mmavitly average and
seasonally adjusted data (SAD), which is data obtained difteling the original set of data by the
adjusted or final seasonal factor (Si) for each month, wiheik 2, ..12 of = 1, 2, 3, 4 for quarterly data.
The statistical package for social sciences version 15§85Shas an inbuilt mechanism for obtaining
SAD, S, Trend—cycle component (TC) and Irregular factor (It). The purpbssing SAD is to further
reduce the fluctuations in the original data
After using the 12-month moving averages or 4-month moving avefageuarterly data this gave a
better forecast for strategic decision and resource allocation.
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11 Problem statement

There has been no model developed that can capture the foremdmsniam of cadets sick-
parade at the NDA Medical Centre Kaduna since her inception in 1964.
1.2 Purpose of the study

The main purpose of this research is to develop a model thdtecased to forecast the cadets
monthly sick-parade considering the seasonal nature of tiwitiestthat these cadets do engage in from
time to time so that accurate forecasts can be made about ther mfirchdets that may report sick in any
given month. Consequently, the aim of this research work is to enthenperformance of the Academy
Medical Centre through a better understanding of the demand facesat the centre. The model will
enhance budgeting for efficient operation of the centre .

2.0 Methodology

2.1 Hypotheses of the research
Six hypotheses of the research are summarized as follows:

D Ho: by = 0: The coefficients of the simple linear regression equatioreese z
H:: by # 0 : The coefficients of the simple linear regression gguare significantly different
from zero.

2) Ho: €= 0 : The mean error in the forecast is not statistically sigmifig different from zero.
H.: €# 0 : The mean error in the forecast is statistically significardifferent from zero.

3) Ho: y = 0 : There is no strong linear relationship between the vasigtime and cadets’ sick
parade)
H;: y# 0 : There is a statistically significant strong relationship betwsetwo variables.

4) Ho: ACF =0 : The error@re auto correlated with first order scheme.
Hi: ACF#£0: The errors;enot are auto correlated with first order scheme.

(5) Ho: CCF = 0 : The Cross-Correlation Coefficients (CCF(s)) arestitatily significant.
H,;: CCF#£0: The Cross-Correlation Coefficients (CCF(s)) are not statilst significant.

(6) Ho: ACF : The auto-correlation functions (AGfy(are statistically significant.
Hy: ACF#0: The auto-correlation functions (AGR(are not statistically significant.

2.2 Significance of the study
This section is devoted to the justification of this redeas a case study and the rational for

using the classical seasonal decomposition Census | method.

D) To isolate the components of the time series.

(2) To identify the seasonal patterns of each month.

3) To develop a model from the sick-parade data that can be wmsedke predictions for the
number of sick cadets to be expected every month for the next 2 — 3 years.

(4) To contribute to the growing literature in the fieldfofecasting using the 12-month moving
averages of the classical seasonal decomposition method.

2.3 Assumptions of the Study
The following assumptions were based on those of Mark and David [8] amoeTé&1].

D) The seasonal index for each month is stable.

2) The model is predicated on the fact that present values can bégarédim its past history.

3) Linear stochastic procedures apply to stationary time series.

(4) As in all forecasting the developed model may not give exact relsudtgsa

(5) The primary and secondary sources of data are accurate.

(6) The study is worth conducting for problem solving and decision ngawiithin operation
research and seasonal decomposition computing.

(7) The software and hardware used in this study and research are tpiagptechnology.

{8}  This prototype as case study is accurate and appropriate fit.
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2.4 Conceptual framework

Majority of the work done on classical seasonal decompositiarg uble 12-month moving
averages for regression made use of the original date atidhtheariable: Black (3), Box and Jenkins
[4], Fuller [5], Ghysels [6], Makridakis and WheelwrigB].] The present work used deseasonalized data
to derive the regression equation; this is in line with wfeavs of Andrew [1], Stephen [11], and
Srivastava et al. [12]. The statistical package used is the SPSS 15.
2.5 Materials and methods

Cadets’ monthly sick parade from the Nigerian Defence Acadéfegical Centre) Kaduna for
the months of January 2000 to the December 2006 is the source of data. This isiShaive 2.1.

Table 2.1 Cadets monthly sick-parade (2000-2006).

Year

Month 2000 2001 2002 2003 2004 2005 20D6
Jan 124 100 129 94 93 10( 137
Feb 111 105 97 99 87 129 16D
Mar 175 158 180 184 195 187 10y
Apr 125 230 100 120 142 234 210
May 190 180 283 184 152 300 150
Jun 185 204 159 221 144 21% 136
Jul 151 178 143 202 110 145 73
Aug 220 254 231 231 297 374 169
Sep 200 298 194 200 209 145 169
Oct 250 300 350 210 206 244 17p
Nov 170 123 167 172 236 25( 20p
Dec 90 80 87 82 130 160 156

4.6 Decomposition of time series components
There are two types of methods of decomposition of a time-series intaribesvcomponents:

A

€)) Y = T*C*S*| (2.1)
The multiplicative method
(b) Y = T+C+S+l (2.2)

4.6.1 The additive method
In this work, the multiplicative method;
Y = T*C*S*l
is used because it gives a better result than the additib@dehen mean error, Residual Standard Error
(RSE) and other forecast accuracies are considered.

4.6.2 Moving Averages

" "%
Xt—l + XI + Xt—l
The centered moving average assumgs = =0 t=1 (2.3)
n
for nis odd.
% %
th1+xt+zxtl
X, = =0 - t=1 (2_4)

for nis even. But using SPSS 15, no formulae is needed as the p&leigady set for calculating

centered moving averages. Table 2.2 shows the 12-month moving average for our data.
Table 2.2:12-Month centred moving average
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Year

Month 2000 2001 2002 2003 2004 200b 2006
Jan _ 171,53 181.7p 172.83 15917 196.08 189.06
Feb _ 173.75 178.83 177.75 1515 199 183.08
Mar _ 176.58| 176.92 177.75 1%7 205/58 165.83
Apr _ 184.75| 168.2% 178.25 157.Y5 204|33 163.75
May _ 188.92| 172.2% 166.58 157.42 20Y.5 158.33
Jun _ 185 176.08 167 162.75 208/67 154.58
Jul 165.92| 184.17 176.67 166.58 16675 211.7 N
Aug 163.92| 186.58 173.76 166\5 167/33 214.25 |
Sep 163.42 185.92 173.92 165.5 170,83 216.83 |
Oct 162 187.794 174.26 166.42 169[/5 210.58 |
Nov 170.75| 176.92 17592 168.25 177)83 208.17 N
Dec 169.92 185.% 167.67 165.568 190{17 195.67 B

2.7 Ratio of original series to moving average

Seasonal indexesS)( are calculated via the method of the ratio of the waigdataY; to the
moving average (MA) Y/MA = S.I*S (2.5)
wherel is the irregular factor angll is seasonal index. Table 2.3 below shows the ratio of originiaks
to moving average series %.

Table 2.3 Ratioof original series to original to moving averageez%0.

Month [ 2000 [ 2001 | 2002] 2003 2004 2009 2006
Jan B 58.3 71 544 584 51 725
Feb B 604 542 55 57]4 648 87.4
Mar B 89.5| 1017 10345 12142 845 645
Apr | 124.5 504 67.3 9p 117 1282
May B 953 164.0 1105 966 1446 947
Jun B 1103 903 132[3 88]5 1p3 88
Jul 91| 9671 809 1218 686 687
Aug | 134.2| 1364 132.9 138[7 1745 1755 |
Sep 1224 1603 1115 1208  122.3 895 |
Oct 154.3] 1504 2006 126]2 12104 1159 |
Nov 99.6|] 695 949 102p 1327 1201 |
Dec 583 431 519 495 68l4 glg

2.7.1 Seasonal indexy)

Seasonal Index for each month of the year is obtained by calculla¢irayerage of each S.I for
each month after eliminating extreme values in each month.e Pablshows the monthly seasonal index
Sias determined by the soft ware used.

Table 2.4 Adjusted seasonal indexes %

Seasonal
Month Index %
Jan 62.3
Feb 61.0
Mar 98.1
Apr 102.1
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May 114.4
Jun 100.4
Jul 82.6
Aug 149.7
Sep 122.2
Oct 143.8
Nov 106.7
Dec 57

Table 2.4 is the monthly seasonal indexes deasonalizing theda&asonally adjusted series (SAD).

Having obtained the each monthly seasonal indgx, = 1,2,

, 12, the data for each month’s sick

parade is now divided by its corresponding seasonal index g&t the deseasonalized vaRior the

month P, =
t=1, 2...n.

Yt/SI

(2.6)

Table 2.5 is the resulting values of the deseasonalized slalcaulated by our software and its
graph is shown in Figure 2.5.

Table 2.5 Deseasonalized data or seasonally adjusteds{&#e)

Year
Month | 2000 2001 2002 2008 2004 2005 20
Jan 200.049 161.33 208.11p6 151.65 150.036 161.331.022
Feb 181.874 172.043 158.935 162.212 142|55 211(38%2.161
Mar 178.342| 161.017 183.437 187.514 198.Y24 185/471©9.043
Apr 122.426| 225.264 97.941 117.529 139.076 234.075.676
May | 166.067 157.327 247.352 160.823 132.854 262/21B1.105
Jun 184.292  203.22 158.32ff 220.155 143.449 214({17835.48
Jul 182.827] 215.517 173.14 244 576 133.185 175/5628.386
Aug 146.991| 169.708 154.341 154.341 198.438 251|2212.916
Sep 163.725 243.95 158.813 163.425 171/092 158.8138.347
Oct 173.854| 208.625 243.398 146.038 143.256 169|6824.48
Nov 159.3 | 1154.259 156.489 161.1/5 221.146 234,2892.098
Dec 157.819 140.284 152,550 143.791 227.061 280/5883.553

2.7.1 Trend - Cycle

06

The Trend-Cycle (TC) for the series was calculated bystfvare and this has obviated the
problem of obtaining the trend-cycle using a 3 x 3 moving geeia order to overcome the loss of six
values of the trend-cycle at the beginning and six values at the end of
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Table 2.6 Trend-Cycle values

Year
Month 2000 2001 2002 2008 2004 2005 2006
Jan 196.258 162.6 169.053 158.721 143,632 196.5882.426
Feb 186.755 171.54 166.459 159.388 156449 198.8814.762
Mar 167.749] 177.36¢ 168.837 159.45 160.257 207|8739.437
Apr 158.029| 187.527 163.63 159.07 151(82 224)79%6.1D7
May 163.645| 189.49¢ 179.033 176.658 143.947 227/13¥1.451
Jun 168.898 194.4 174271 193.681 144.438 222.5929.335
Jul 171.204) 199.29 172./339 200.807 154.142 2@8.7414.451
Aug 165.803] 204.434 169.837 182.8689 165.619 200.6916.908
Sep 163.888 202.14 177.949 166.409 172/333 192.0080.035
Oct 163.603 183.80 185.299 154.005 182.p94 2002.9957.867
Nov 162.923| 166.7184 174.649 152.994 193.144 230(34196.71
Dec 163.291] 159.46 164.396  149.154 200.384 242.@36.132

oo

»

T O T [~ O 00F

. . L . . o
the series [|.eig) values at the extreme ends of the series, whe&r¢he seasonal length]. These missing

values at the extreme ends are very important as they atedneemake forecasts at the end of period of
(i.e. period 84 for our series] hence the need to get these exdues replaced. Table 2.6 shows the
Trend-cycle values for our series as calculated by SPSS 15.
2.7.2 lrregular patterns (I,

The SPSS 15 software isolated the irregular compohdnisn the series.

Natural, | = Y/(T*C*S) (2.7)

Many authors Makridakis and Wheelwright [9], Srivastava efl1d]. etc concur that it is not easy
mathematically to isolate the irregular component from &e temries but SPSS 15 has an inbuilt
mechanism that readily does that. Table 2.7 shows the irrezpigvonents of time series, and Figure
2.9 shows its graphical representation:

Table 2.7 Irregular components.

Year
Month | 2000 2001 2002 2003 2004 2005 2006
Jan 1.019 0.99921L 1.231 0.9h5 0.977 0.821 0{951
Feb 0.974 1.003 0.955% 1.017 0.911 1.063 1.221
Mar 1.063 0.908 1.086 1.17)6 1.24 0.892 0.608
Apr 0.775 1.202] 0599 0.739 0.916 1.041 1.238
May 1.015 0.83] 1.382 0.9L 0.923 1.164  0.927
Jun 1.091 1.045 0.90¢ 1.137 0.993 0.962 1.048

8

1

A

)
Jul 1.068 1.081 1.00% 1.21 0.864 0.841 0.771
Aug 0.887 0.83] 0.909 0.84 1.198 1.262 0.966
)
1
>

Sep 0.999 1.207) 0.892 0.98 0.993 0.827 1.064
Oct 1.063 1.135 1.314 0948 0.786 0.836 0.789
Nov 0.978 0.694, 0.896 1.05 1.145 1.063 0.977
Dec 0.972 0.88] 0.92§ 0.96 1.138 1.156 1.266
This table contain values bf.

Trend FactorsY;) would be estimated from the trend equations .
The trend equatior¥, = a + bx is obtained by the use of normal equations.

3
h
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YP=axN+bYX (2.8)
YXP = aYX + b ¥ X2 (2.9)
where, P stands for the seasonally adjusted data (SAD) or deseasdndbita. Here using SPSS 15,
trend equation for a linear form was obtained as
T, =170.283 + 0.148t (2.10)
Table 2.8 shows the complete table for the deterministic model and Bi@uisea graphical illustration of
trend and fitted values.

Table 2.8 Trend values using = (170.283 +.148)

Year

Month 2000 2001 2002 2003 2004 2005 2006
Jan 170.4314 172.2074173.9834| 175.7594 177.53%4 179.3114 181.0874
Feb 170.5794| 172.3554| 174.1314| 175.9074 177.6834 179.4594 181.2354
Mar 170.7274| 172.5034| 174.2794| 176.0554 177.8314 179.6074 181.3834
Apr 170.8754| 172.6514| 174.4274| 176.2034 177.9794 179.7954 181.5314
May 171.0234| 172.7994| 1745754 176.3514 178.1274 179.9034 181.6794
Jun 171.1714| 172.9474| 174.7234| 176.4994 178.27%4 180.0314 181.8274
Jul 171.3194| 173.0954| 174.8714| 176.6474 178.4234 180.1994 181.9754
Aug 171.4674| 173.2434| 175.0194| 176.7954 178.5714 180.3474 182.1234
Sep 171.6154| 173.3914| 175.1674| 176.9434 178.7194 180.4954 182.2714
Oct 171.7634| 173.5394| 175.3154| 177.0914 178.8674 180.6434 182.4194
Nov 171.9114| 173.6874| 175.4634| 177.2394 179.01%4 180.7914 182.5674
Dec 172.0594| 173.8354| 175.6114| 177.3874 179.1634 180.9394 182.7154

2

15 ¢

- Original Series 1 —#—Cyclical
g 05
Predicted Value
0 ‘
0 50 100
Figure 2.7: Original, Seasonal and Cyclica
with Trend Figure 2.8 Cyclical components

2.7.3 Cyclical component()
The cyclical componentd) was computed from the relation
Tc
_= C
T
Using values offc and T from Tables 2.7 and 2.8 respectively to yield the values shownhile PO
contains the cyclical component and Figure 2.8 shows its graph. tiHuevialue or trend seasonal factor
(Y) is obtained by multiplying the Trend valu®) @nd the seasonal ind&for any particular month to
get:

(2.11)
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Y =TeS (2.12)
=@+ b*)*§ (2.13)
Y, = (170.283+0.148)*S (2.14)
where T,=(@+b*), T=1,2,..n,i=1, 2, .... 120. (2.15)
20C
15C % || —*Trend
——Irreqular 3 "\;\!‘M ?W\;‘” g ,11\ —%— Seasona
componefit Tﬁ i N Irregular
50 y *A ‘L' .L’ *J J \ Cyclical
0 ’ O RLAUUR R IURR U LAU IR UA NIRRT
0 50 100 179 17253341495/657381

Figure 2.9 Irregular components

Figure 2.10 Component of a time ser

Table 2.9 Cyclical components

Table 2.9 shows the fitted valueslbivhile Figure 2.6 shows fitted and trend values
Fitted Values using = (170.283+0.148*1)§

2.8

Fitted errors

The fitted erroe, for timet is given as

€=Yi-n

Year
Month 2000 2001 2002 2003 2004 2005 20p6
Jan 1.151537| 0.945 0.972 0.903 0.865 1.096 1.283
Feb 1.094827| 0.995| 0.956 0.906 0.88 1.108 1.185
Mar 0.982554| 1.028 0.969 0.905 0.901 1.157 0.989
Apr 0.92482| 1.086| 0.938 0.902 0.853 1.2%1 0.915
May 0.956856| 1.097 1.026 1.002 0.808 1.262 0.f79
Jun 0.986| 1.124| 0.997| 1.097 0.81 1.236 0.711
Jul 0.999| 1.151f 0.986 1.137 0.864 168 0|63
Aug 0.967 1.18 0.97| 1.034 0.92F 1.113 0.642
Sep 0.955| 1.166( 1.016 0.94 0964 1.064 0.713
Oct 1.063| 1.059| 1.057 0.87 1.019 1.234 0.865
Nov 0.978| 0.957] 0.99% 0.863 1.079 1.219 1.077
Dec 0.972| 0.9127| 0.917 0.841 1.118 1.341 1.183

(2.16)

wherey, is actual value for montt Y; is a fitted value for month Table 2.10 shows the fitted errors
while its graph is shown in Figure 2.5. Table 2.10 has values of filled errors.

Table 2.10 Fitted values using = (170.283 + 0.148FS

Year
Month 2000 2001 2002 2003 2004 2005 2006
Jan 106.178762 107.28521 108.391658 109.59031 947168| 111.803206 112.9096%4
Feb 104.053434 105.136794 106.220154 107.393794.470854| 109.560514 110.643874
Mar 167.483579 169.225835 170.968091 172.855535 .597491| 176.34004y 178.082303
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Year
Month 2000 2001 2002 2003 2004 2005 2006
Apr 174.463783 176.277079 178.090375 180.054779 .868075| 183.681371 185.494667
May 195.65077 | 197.682514 199.714258 201.915314 920858, 205.978802 208.010546
Jun 171.856086 173.63919 175.422294 177.35399 37991 | 180.920198 182.703302
Jul 147.677323 149.208235 150.739147 152.397635.928347| 155.459459 156.990371
Aug 256.686698 259.34537 262.004042 264.88427 28%&2| 270.201614 272.860286
Sept 209.714019 211.884291 214.054563 216.405698.529963| 220.74623p 222.916507
Oct 246.995769 249.549657 252.103545 254.87(0257 .425T745| 259.978033 262.531921
Nov 183.429464 185.324456 187.219448 189.272356 .169348| 193.06234| 194.9573382
Dec 98.073858 | 99.086178 100.098498 101.195178 Q0298| 103.219818 104.232138
Table 2.11 Fitted errors
Year

Month 2000 2001 2002 2003 2004 2005 2006

Jan 18.33253| -6.76896 9.030731 -13.099517.0734| -11.1749| 24.72364

Feb 6.946566| -0.1371¢ -78.0917 -14.9719 -21.3883 19(528.44427

Mar 7.516323| -11.226% 83.28426 11.28789 20.54504 5%21-70.9406

Apr -49.4639| 53.7222]1 -16.4237 -59.9066 -39.7195 5%46624.65277

May -5.651| -17.6834 -1.44493 -17.7482 -51.7806 94.1869%7.8455

Jun 13.14371| 30.36001 -31.0063| 43.79259| -34.991]1 34.22528 -46.5584

Jul 0.489928| 35.02246 -20.0564| 56.0876| -37.3799 -3.84735 -77.3148

Aug -36.6871| -5.34672 97.89415 -33.66ph9 29.67472 16G@(01-103.644

Sep -9.71451| 86.1146]1 -20.2212 -16.22/4 -9.39841 -ZBl56-53.7404

Oct 3.003656| 50.4489 -13.0995 -44.66Pp6 -51.2152 -15.783.3247

Nov -13.43| -62.3255 -14.971P -17.1168 44.98758 57.09198.19632

Dec -8.07414| -19.0868 -13.0995 -19.11p1 27.87527 5&8621.84994

3.0 Analysis ACF/PACF

Autocorrelation function (ACF), partial auto correlation fuaoti(PACF) and their standard
errors i) were computed using SPSS 15. The software used produced) AOH(PACH) and their
standard errors as shown below — Table 3.1 and its graph is shown in Figure 3.1.

3.1 Cross-Correlation Coefficients CCH)

Cross-correlations which measures the strength of relatiorsdtipeeny, and X, can be
calculated from the relationship. Results produced by the a@ftused is as shown in Table 3.2 and its
graph is shown in Figure 3.2 including the standard er&ysTthe CCF) is given by

()= S Ko
Sy S
whereSy , Sxy are the standard errors wfandx., respectively. By definition correlation coefficient is
_ _Co(X,Y)
given by P
S, S,
| > (x-x)y-v)
and covariance of XY by Co(X,Y)=

(n-1)
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Table 3.1 Residual ACF, PACF, and theig Summary

ACF PACF
Lag ACF S PACF S

Lagl | 0.066 0.109 0.066 0.109
Lag 2 0.059 0.11 0.055 0.109
Lag 3 0.143 0.11 0.137 0.109
Lag4 | 0.037 0.112 0.018 0.109
Lag5 | 0.141 0.112 0.126 0.109
Lag6 | -0.104 0.114 0.146 0.109
Lag7 | -0.15 0.115 0.163 0.109
Lag 8 0.137 0.118 0.137 0.109
Lag9 | 0.064 0.12 0.101 0.109
Lag 10| -0.187 0.12 -0.2 0.109
Lag 11| -0.217 0.123 -0.235 0.109
Lag 12| -0.058| 0.1280.128 -0.006 0.109

Lag 13| 0.026 0.128 0.064 0.19¢
Lag 14| -0.161 0.128 -0.13 0.190
Lag 15| -0.147 0.131 -0.037 0.19C
Lag 16| -0.114 0.133 -0.081 0.19¢
Lag 17| -0.029 0.134 -0.111 0.19¢
Lag 18] -0.058 0.134 -0.068 0.19C
Lag19| -0.183 0.134 -0.016 0.19C
Lag 20| -0.018 0.137 0.038 0.19C
Lag 21| -0.022 0.137 -0.151 0.19¢
Lag 22| 0.111 0.137 0.095 0.19¢
Lag 23| -0.001 0.138 0.045 0.19C
Lag 24| -0.064 0.138 -0.09 0.190

Table 3.2 Cross correlation

Cross Standard Error
Lag | Correlation
CCFw S
-7 -0.01 0.125
-6 0.006 0.124
-5 -0.01 0.123
-4 -0.039 0.122
-3 0.137 0.121
-2 -0.099 0.12
-1 -0.033 0.12
0 -0.058 0.119
1 -0.036 0.12
2 -0.026 0.12
3 -0.018 0.121
4 -0.022 0.122
5 -0.018 0.123
6 -0.013 0.124
7 -0.015 0.125
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where, X andY are the means an8, andS, are standard erromsf estimates oK andY respectively.
Table 3.2 is the Cross-Correlation Coefficients, CCKhe graph is represented in Figure 3.2.
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Figure 3.3: Histogram of residuals Figure 3.4 Normal probability plot

3.2 Forecast for 2007 or out of sample FORECAST
Using the mode¥; = [170.283 + 0.148}* S, values were computed as shown in Table 3.1. Using

Theil’'s [14] inequality coefficient
>(R-A)/n

> A n
were also computed , wheRe = forecast change in the dependent variafles actual change in the
dependent variable.
3.3 Analysis of variance ANOVA
Using the trend equation without the seasonal index,170.283 + 0.148* the software used
produced the ANOVA table shown below.

u?=

Journal of the Nigerian Association of Mathematical Physics Volume 14 (May, 2009) 449 - 462
Modelling for cadets’ monthly sick-parade, M. O. Qadejo and L. U. Okafor , J of NAMP



Table 3.3ANOVA

Model Sum of Squares| df | Mean Square| F Sig
Regression 945.98 1 945.98 0.231 0.632
Residual 336071.59 3R 4098.434
Total 337017.57 83

But when the trend equation is used with the seasonal igexsincer(0.231) <F5%(1.82) = accefitl
that model is a good fitY; = [170.283 + 0.148}* S.

4.0  Discussion of the results
The result showed that deseasonalizing the data helps to thdutectuations that occur in the
time series. A plot of residualg)against timet§ shows that there is a random behaviour of the residual
indicating that there is no Heterosadasticity, thus confirtfiagithere is no model inadequacy. The plot
is shown in Figure 2.6. A plot of the histogram of the residaats the shape of this histogram is in
Figure 3.3 appears to show that the residuals are normallybdtstti Besides, the Normal probability
plot of the distribution of the errors indicates that by thg the errors are aligned along the straight line
in Figure 3.4, the residuals are normally distributed a furtieafirmation of the assumptions of the
simple linear regression. The error terms are independehéwsire not correlated and this is a further
prove that there is no autocorrelation in the errors, the tiattwtas conformed by the use of Durbin-
Watsont-test.
The Durbin-Watson statistics confirms that AQRgr at any lag for the series is statistically not
significant and this denotes white noise.
Z-test was used to detect outliers and none was found, a fahinerthat not much mistake was
made in recording the data points included in this sample.
4.1 Findings
The following findings resulted from this work
) Deseasonalizing the data reduces fluctuations by assignirggwecghts to originally low data
values. This is shown in Table 2.5.
2 The cyclical factor is almost constant for each yeathmiseasonal factor changes monthly. This
is shown on Tables T and D in that order.
3 Trend equation obtained using deseasonalized data gives a toweriraum sum of squares of
errors or SSE than when raw data is used to obtain the trend equatiotN@¥a Aable 3.3.
4) The Linear model gives a better fit statistics than any otherlmode
(5) Confidence intervals are narrower than prediction interealestimation.
(6) Seasonality/seasonal index affect the Residual Stamkttand and other errors in a series and
reduce the coefficient of determination.
@) Irregular Components have no identifiable pattern. See Table 2.9.
(8) It is not in every case that classical decomposition method yields redidathre extremely auto
correlated in time series data.
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