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#### Abstract

The convergence profile of the conventional Conjugate Gradient Method (CGM) algorithm is based on the symmetry of the control operator for quadratic functions. This work considers the quadratic functions with non-symetric control operator under suitable matrix transformations: it is proved that the conventional CGM algorithm produces results that are favourably comparable to problems with symmetric control operator equivalent.


## C.R. Category: G. 1.7

### 1.0 Introduction

Consider the quadratic functional of the form:

$$
\begin{equation*}
f(x)=f_{0}+\langle a, X\rangle_{H}+\frac{1}{2}\langle X, A X\rangle_{H} \tag{1.1}
\end{equation*}
$$

where $A$ is an $n \times n$ symmetric positive definite constant matrix operator on Hilbert space $H, a$ is a vector in $H$ and $f_{0}$ is a constant term. The conventional CGM algorithm is used as a computation method for the minimization of the above problem and it has been proved that the CGM algorithm enjoys quadratic rate of convergence. That is, the method converges in at most $n$ iterations for an $n$-dimensional problem. In what follows is the convergence rate of the CGM algorithm.

### 2.0 Convergence profile of the conventional CGM algorithm

To fully understand our numerical work reported in this work it will be necessary to show the convergence rate of CGM algorithm [1, 4, 6, 8, 9 and 10].
Recall the quadratic functional

$$
f(X)=f_{o}+\langle a, X\rangle_{H}+1 / 2\langle X, A X\rangle_{H}
$$

where $f_{0}$ is constant, H is a Hilbert space, $X$ is a $n \times n$ dimensional vector in $H$, a positive definite constant matrix operator see [5 and 11].
The convergence rate of CGM algorithm is given as $E\left(X_{n}\right)=\left\{\frac{1-\frac{m}{M}}{1+\frac{m}{M}}\right\}^{2 n} E\left(X_{o}\right)$, where $m$ and $M$ are the smallest and largest eigen value of $A$ respectively.
Proof: see [4].
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Define $E(X)=\frac{1}{2}\left\langle\left(X-X^{*}\right), A\left(X-X^{*}\right)\right\rangle_{H}$
Therefore,

$$
\begin{aligned}
& E(X)= \frac{1}{2}\left\langle\left(X-X^{*}\right), A\left(X-X^{*}\right)\right\rangle_{H}=\frac{1}{2}\left\langle X+A^{-1} a, A\left(X+A^{-1} a\right)\right\rangle_{H}=\frac{1}{2}\left\langle X+A^{-1} a, A X+A A^{-1} a\right\rangle_{H} \\
&=\frac{1}{2}\left\langle X+A^{-1} a, A X+a, A X+a\right\rangle_{H}=\frac{1}{2}\langle X, A X\rangle_{H}+\frac{1}{2}\langle X, a\rangle_{H}+\frac{1}{2}\left\langle A^{-1} a, A X\right\rangle_{H}+\frac{1}{2}\left\langle A^{-1} a, a\right\rangle_{H} \\
&=\frac{1}{2}\langle X, A X\rangle_{H}+\frac{1}{2}\langle X, a\rangle_{H}+\frac{1}{2}\left\langle A^{-1} a, A X\right\rangle_{H}+\frac{1}{2}\left\langle-X^{*}, a\right\rangle_{H} \\
&=\frac{1}{2}\langle X, A X\rangle_{H}+\frac{1}{2}\langle X, a\rangle_{H}+\frac{1}{2}\left\langle X^{*}, A X^{*}\right\rangle_{H}+\frac{1}{2}\left\langle A^{-1} a, A X\right\rangle_{H} \\
& E(x)= F(X)-F_{o}+\frac{1}{2}\left\langle X^{*}, A X^{*}\right\rangle_{H}=F(X)-\tilde{F}(o)
\end{aligned}
$$

Therefore, $E(X)$ is $F(X)$ plus a constant term, hence the convergence of $E(X)$ is considered instead of that of $F(X)$ as from now. Recall that,
$E(X)=\frac{1}{2}\left\langle X+A^{-1} a, A X+a\right\rangle_{H}=\frac{1}{2}\left\langle A^{-1}(A X+a), A X+a\right\rangle_{H}=\frac{1}{2}\left\langle A^{-1} g(X), g(X)\right\rangle_{H}$
Hence,
$E\left(X_{i}\right)-E\left(X_{i+1}\right)=\frac{1}{2}\left\langle X_{i}-X^{*}, A\left(X_{i}-X^{*}\right)\right\rangle_{H}-\frac{1}{2}\left\langle X_{i+1}-X^{*}, A\left(X_{i+1}-X^{*}\right)\right\rangle_{H}$
But $X_{i+1}=X_{i}+\alpha_{i} p_{i}$, therefore

$$
\begin{aligned}
& E\left(X_{i}\right)-E\left(X_{i+1}\right)=\frac{1}{2}\left\langle X_{i}-X^{*}, A\left(X_{i}-X^{*}\right)\right\rangle-\frac{1}{2}\left\langle X_{i}+X_{i} p_{i}-X^{*}, A\left(X i+\alpha_{i} p_{i}-X^{*}\right)\right\rangle_{H} \\
& =\frac{1}{2}\left\langle X_{i}-X^{*}, A\left(X_{i}-X^{*}\right)\right\rangle_{H}-\frac{1}{2}\left\langle X_{i}-X^{*}, A\left(X_{i}-X^{*}\right)\right\rangle_{H} \\
& -\frac{1}{2} \alpha_{i}\left\langle p_{i}, A\left(X_{i}+\alpha_{i} p_{i}-X^{*}\right)\right\rangle_{H}-\frac{1}{2} \alpha_{i}\left\langle X_{i}-X^{*}, A p_{i}\right\rangle_{H} \\
& =-\frac{\alpha_{i}}{2}\left\langle p_{i}, A\left(X_{i}-X^{*}\right)\right\rangle_{H}-\frac{1}{2} \alpha_{i}\left\langle X_{i}-X^{*}, A p_{i}\right\rangle_{H}-\frac{1}{2} \alpha_{i}\left\langle p_{i}, A \alpha_{o} p_{o}\right\rangle_{H} \\
& =-\alpha_{i}\left\langle p_{i}, A x_{i}+a\right\rangle_{H}-\frac{1}{2} \alpha_{i}^{2}\left\langle p_{i}, A p_{i}\right\rangle_{H}-\frac{1}{2} \alpha_{i}^{2}\left\langle p_{i}, A p_{i}\right\rangle_{H} \\
& =-\alpha_{i}\left\langle p_{i}, g_{i}\right\rangle_{H}-\frac{1}{2} \alpha_{i}\left\langle g_{i}, g_{i}\right\rangle \text { since } \alpha_{i}=\frac{\left\langle g_{i}, g_{i}\right\rangle_{H}}{\left\langle p_{i}, A p_{i}\right\rangle_{H}} \\
& =-\alpha_{i}\left\langle-g_{i}+\beta_{i-1} p_{i-1}, g_{i}\right\rangle_{H}-\frac{1}{2} \alpha_{i}\left\langle g_{i}, g_{i}\right\rangle_{H}=\alpha_{i}\left\langle g_{i}, g_{i}\right\rangle_{H}-\alpha_{i} \beta_{i-1}\left\langle p_{i-1}, g_{i}\right\rangle_{H}-\frac{1}{2} \alpha_{i}\left\langle g_{i}, g_{i}\right\rangle_{H}
\end{aligned}
$$

$=\alpha_{i}\left\langle g_{i}, g_{i}\right\rangle-\frac{1}{2} \alpha_{i}\left\langle g_{i}, g_{i}\right\rangle_{H},\left(\right.$ since $\left\langle p_{i-1}, g_{i}\right\rangle_{H}=0$ by orthogonality of $p_{i-1}$ and $\left.g_{i}\right)$
$=\alpha_{i}\left\langle g_{i}, g_{i}\right\rangle_{H}-\frac{1}{2} \alpha_{i}\left\langle g_{i}, g_{i}\right\rangle_{H}=\frac{1}{2} \alpha_{i}\left\langle g_{i}, g_{i}\right\rangle_{H}$
$=\frac{\frac{1}{2}\left\langle g_{i}, g_{i}\right\rangle_{H}^{2}}{\left\langle p_{i}, A p_{i}\right\rangle_{H}}$ because $\alpha_{i}=\frac{\left\langle g_{i}, g_{i}\right\rangle}{\left\langle p_{i}, A p_{i}\right\rangle}$. Hence
$E\left(X_{i}\right)-E\left(X_{i+1}\right)=\frac{\left\langle g_{i}, g_{i}\right\rangle_{H}^{2} E\left(X_{i}\right)}{\left\langle p_{i}, A p_{i}\right\rangle_{H}\left\langle g_{i}, A^{-1} g_{i}\right\rangle_{H}}$
Using the fact that $g_{i}=\beta_{i-1} p_{i-1}-p_{i}$, we get
$\left\langle g_{i}, A g_{i}\right\rangle_{H}=\left\langle\beta_{i-1} p_{i-1}, A\left(\beta_{i-1} p_{i-1}-p_{i}\right)\right\rangle_{H}=\beta_{i-1}^{2}\left\langle p_{i-1}, A p_{i-1}\right\rangle_{H}+\left\langle p_{i}, A p_{i}\right\rangle_{H} \geq\left\langle p_{i}, A p_{i}\right\rangle_{H}$,
since $\left\langle p_{i-1}, A p_{i-1}\right\rangle_{H} \geq 0$ (due to the positive definiteness of operator A), $\left\langle g_{i}, A g_{i}\right\rangle_{H} \geq\left\langle p_{i}, A p_{i}\right\rangle_{H}$ Therefore

$$
E\left(X_{i}\right)-E\left(X_{i+1}\right) \geq \frac{\left\langle g_{i}, g_{i}\right\rangle_{H}^{2} E\left(X_{i}\right)}{\left\langle g_{i}, A g_{i}\right\rangle_{H}\left\langle g_{i}, A^{-1} g_{i}\right\rangle_{H}}
$$

But for a bounded self-adjoint operator in a Hilbert space H, Kantorovich in [7, 2 and 3] established the following inequality
$\frac{\langle X, X\rangle_{H}^{2}}{\langle X, A X\rangle_{H}\left\langle X, A^{-1}\right\rangle_{H}} \geq \frac{4 m M}{(m+M)^{2}}$, where $m$ and $M$ are respectively the greatest lower and least upper bounds of the spectrum of operator A. using Kantorovich's inequality we obtain

$$
E\left(X_{i+1}\right) \leq\left\{\frac{1-\frac{m}{M}}{1+\frac{m}{M}}\right\}^{2 n} E\left(X_{o}\right)
$$

This shows the convergence rate of the CGM. \{for all $m \leq M\}$.

### 3.0 Matrix transformation

Suppose A is a non-symmetric matrix, it is then partitioned into two parts as follows:

$$
\begin{equation*}
A=\frac{1}{2}\left(A+A^{T}\right)+\frac{1}{2}\left(A-A^{T}\right) \tag{3.1}
\end{equation*}
$$

where the first part is symmetric and the second part is skew symmetric. For subsequent development, the second part can be neglected since the main diagonal elements will be zero. We can now replace our new matrix by B as follows:

$$
\begin{equation*}
B=\frac{1}{2}\left(A+A^{T}\right) \tag{3.2}
\end{equation*}
$$

where B is the symmetric transform of $A$.

### 4.0 Main results

Suppose the operator A in (1.1) is non-symmetric, we now replace A by B in equation (3.2) to obtain

$$
\begin{equation*}
f(x)=f_{0}+\langle a, X\rangle_{H}+\frac{1}{2}\langle X, B X\rangle_{H} \tag{4.1}
\end{equation*}
$$

where B is the transform of A.

## THEOREM 4.1

Suppose B is the symmetric transform of A in equation (3.2) then,
(i) the functional (1.1) is equivalent to the functional (4.1)
(ii) $\frac{1}{2}\langle X, A X\rangle_{H}=\frac{1}{2}\langle X, A X\rangle_{H}$

Proof
Let $f: \mathfrak{R}^{n} \rightarrow \mathfrak{R}$ then the minimization of $f$ given by
$f(X)=f_{0}+\langle a, X\rangle_{H}+\frac{1}{2}\langle X, A X\rangle_{H}$
and
$f(X)=f_{0}+\langle a, X\rangle_{H}+\frac{1}{2}\langle X, B X\rangle_{H}$
where A and B are non-symmetric nxn matrix and the symmetric transform of A. It is enough to prove (ii). Let,

$$
\begin{align*}
& \frac{1}{2} X^{T} A X=\frac{1}{2} \cdot\left(\begin{array}{c}
x_{1} \\
x_{2} \\
\cdot \\
\cdot \\
x_{n}
\end{array}\right)^{T}\left(\begin{array}{ccccc}
a_{11} & a_{12} & \cdot & \cdot & a_{1 n} \\
a_{21} & a_{22} & \cdot & \cdot & a_{2 n} \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & x_{1} \\
a_{n 1} & a_{n 2} & \cdot & \cdot & a_{n n}
\end{array}\right)\left(\begin{array}{c}
\cdot \\
\cdot \\
x_{n}
\end{array}\right) \\
& =\frac{1}{2}\left(a_{11} x_{1}^{2}+a_{22} x_{2}^{2}+\Lambda+a_{n n} x_{n}^{2}+\left(a_{12}+a_{21}\right) x_{1} x_{2}+\Lambda+\left(a_{1 n}+a_{n 1}\right) x_{1} x_{n}+\left(a_{2 n}+a_{n 2}\right) x_{2} x_{n}+\right. \\
& \left.\Lambda+\left(a_{n, n-1}+a_{n-1, n}\right) x_{n} x_{n}\right) \tag{4.2}
\end{align*}
$$

Also,

$$
\begin{align*}
& \frac{1}{2} X^{T} B X=\frac{1}{2} \cdot\left(\begin{array}{c}
x_{1} \\
x_{2} \\
\cdot \\
\cdot \\
x_{n}
\end{array}\right)^{T}\left(\begin{array}{ccccc}
a_{11} & \frac{a_{12}+a_{21}}{2} & \cdot & \cdot & \frac{a_{1 n}+a_{n 1}}{2} \\
\frac{a_{21}+a_{12}}{2} & a_{22} & \cdot & \cdot & \frac{a_{2 n}+a_{n 2}}{2} \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
\frac{a_{1 n}+a_{n 1}}{2} & \frac{a_{2 n}+a_{n 2}}{2} & \cdot & \cdot & \cdot \\
a_{n n}
\end{array}\right)\left(\begin{array}{c}
x_{1} \\
x_{2} \\
\cdot \\
\cdot \\
x_{n}
\end{array}\right) \\
& \Rightarrow  \tag{4.3}\\
& =\frac{1}{2}\left(a_{11} 1_{1}^{2}+a_{22} x_{2}^{2}+\ldots+a_{n n} x_{n}^{2}+\left(a_{12}+a_{21}\right) x_{1} x_{2}+\ldots+\left(a_{1 n}+a_{n 1}\right) x_{1} x_{n}+\left(a_{2 n}+a_{n 2}\right) x_{2} x_{n}+\ldots+\left(a_{n, n-1}+a_{n-1, n}\right) x_{n} x_{n-1}\right)
\end{align*}
$$
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Therefore, the two functional are equivalent. Equations (4.2) and (4.3) are equal and the result follows. The necessary condition for the minimization of the two functionals are

$$
\begin{align*}
\nabla f(X)=a^{T}+A X & =a^{T}+B X=0  \tag{4.4}\\
X^{*} & =-a A^{-1}=-a B^{-1} \tag{4.5}
\end{align*}
$$

And the respective optimum will be

### 5.0 Numerical results

Minimize

$$
f(X)=f_{0}+\langle a, X\rangle_{H}+\frac{1}{2}\langle X, A X\rangle_{H}
$$

and compare the result with the minimization of

$$
f(X)=f_{0}+\langle a, X\rangle_{H}+\frac{1}{2}\langle X, B X\rangle_{H}
$$

For the following problems:
Problem 5.1:
$f_{0}=1 \quad a=(1,1) \quad A=\left(\begin{array}{ll}1 & 2 \\ 3 & 4\end{array}\right)$

## Problem 5.2:

$f_{0}=1 \quad a=(1,1,1) \quad A=\left(\begin{array}{lll}2 & 2 & 3 \\ 2 & 0 & 1 \\ 2 & 4 & 2\end{array}\right)$
Problem 5.3
$f_{0}=1 \quad a=(1,1,1,1) \quad A=\left(\begin{array}{llll}1 & 1 & 2 & 3 \\ 2 & 0 & 4 & 5 \\ 3 & 1 & 2 & 0 \\ 0 & 2 & 1 & 3\end{array}\right)$
Problem 5.4:
$f_{0}=1 \quad a=(1,1) \quad A=\left(\begin{array}{ll}3 & 1 \\ 3 & 4\end{array}\right)$
Problem 5.5
$f_{0}=1 \quad a=(1,1,1) \quad A=\left(\begin{array}{lll}1 & 2 & 1 \\ 1 & 4 & 3 \\ 2 & 1 & 3\end{array}\right)$
Problem 5.6
$f_{0}=1 \quad a=(1,1,1,1) \quad A=\left(\begin{array}{llll}1 & 1 & 1 & 3 \\ 1 & 2 & 1 & 1 \\ 1 & 1 & 3 & 0 \\ 0 & 2 & 1 & 3\end{array}\right)$
Table 5.1: The table below presents the optimal results of quadratic functionals with non-symmetric operators and their symmetric transform equivalent:

|  | Optimal values with A |  | Optimal values with B |  |
| :--- | :--- | :--- | :--- | :--- |
|  | $X^{*}$ | $f\left(X^{*}\right)$ | $X^{*}$ | $\left.f\left(X^{*}\right)\right)$ |
| Problem1 | $(-1,1)$ | 1 | $(0.667,-0.667)$ | 1 |
| Problem2 | $(0.5,0,0)$ | 0.75 | $(-0.222,0,-0.222)$ | 0.778 |
| Problem3 | $(3.753,-1.251,-5.004,2.502) \times 10^{14}$ | $-2.053 \times 10^{13}$ | $(-0.046,-0.148,-0.234,-0.099)$ | 0.737 |
| Problem4 | $(-0.3333,0)$ | 0.833 | $(-0.25,-0.125)$ | 0.813 |
| Problem5 | $(-0.75,-0.25,0.25)$ | 0.625 | $(-2.8,0.4,0.8)$ | 0.2 |
| Problem6 | $-(0.235,0.235,0.176,0.118)$ | 0.618 | $(-5,0,1,2)$ | 0 |

### 6.0 Conclusion

$X^{*}$ is the optimum and $f\left(X^{*}\right)$ is the optimal value. It can be seen from the tables that the optimal values for non-symmetric B and the symmetric operator A corresponding to the transform B are favourably comparable. The next study will consider the convergence rate of our transform.
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