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Abstract

The performance of FPEa, as defined by Bhansali and Downham
(1977)is investigated here for @ = 1, 2, 3, 4and for the maximum entropy
method of autoregression estimation. Here it is demonstrated using both
artificial and real seriesthat the optimum aisbetween 2 and 4, inclusive.
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1.0 Introduction
A stationary time seriesXq} is said to follow an autoregressive process aeop (designatedR(p)) if
it satisfies the following difference equation
Xep =0 X1 - Xig = oo =0y Xip= & (1.1)
where {g} is a white noise process of varianweand then;’s are constants such that
1-z-a,7-...-0,2=0,§> 1.
Using (1.1) to model a realizatiofy, X, ... , Xy of a time series involves in the first instandes estimation of
the order p and secondly, the estimation of tharpatersy;'s.
To estimate, Akaike (1969 [1]) proposed the FPE criterion defl by
FPE() = (1 +p/N)F %,, p=0,1,2, ...
whereozp is the least squares estimateodf After specifying a maximum lag L, the estimatepd$ the lag for
which FPE is minimum.
Bhansali and Downham (1977 [[4]) generalized tR& [Eriterion as

FPEa(p) = (1 +ap/N(L -p/N)*' G %,,, p=0,1,2, ...
For the least squares method of autoregressiomagstin, Akaike (1973 [2]) has shown that= 2 is optimum
whereas Bhansali and Downham (1977 [4]) have stigdekat < o < 4. Here, we are comparing= 1, 2, 3, 4
for selection of full-order AR models for the maxim entropy method of estimation of parameters. W&l s
use artificial as well as real series.

2.0 The maximum entropy method of autoregression estimation.
This method proposed by Burg (1967 [7]), fits (1td)the realizationX;, X,, ..., Xy of {X} by

minimizing T{(Xe- 03 Xeam 00Xz = v = 0pXep) + Kerp= OrXespa AXispam oe = OpXep)}?
with respect taxy, a5, ... ,0p. Andersen (1974 [3]) has formalized this methodilvgcursive formula.
3.0 Simulation results.
We simulated four AR(2) series I, Il, 1l and IV thi (04, a,) equal to (-1.68, 0.70), (-0.66, 0.10), (-

1.08,0.77) and (-0.96, 0.08), respectively. Sidglizations were generated for each time seriemntynof them
50-point, twenty 150-point and twenty 250-point.eTivhite noise process of each simulation is a segef
pseudorandom numbers obtained by the RAN functfodRGRTRAN 77 language and made standard Normal.
Table 3.1 shows the results of comparing 2,a = 3 anda = 4.
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It can be observed that for series |, BREnds to overestimate, the tendency increasing geétrease
in a and increase in the sample shteThe efficiency in the selection of order 2 in@esawith increase ia and
decreases with increase  For series |l, FP& tends to underestimate, the tendency increasitiyavi The
efficiency in order selection decreases with inseeima. Series Il result is similar to series | resalbhd series

IV result to that of series Il. It is noteworthyettfor series | and Ill, the partial autocorrelatis large; for Il and
IV it is small. Etuk (1987 [9]) has shown that ¢re toverall, FPE4 does best.

Table 3.1 Frequency out of 20 of choice of order 2

Series Size a=2| a=3 | a=4

| N =50 0 0 0
15 17 19

2 3 1

N =150 0 0 0
13 15 20

7 5 0

N = 250 0 0 0

13 14 16

7 6 4

Il N =50 8 9 12
6 7 6

6 4 2

N =150 9 12 16

4 4 3

7 4 1

N = 250 7 8 9

11 11 11

2 1 0

4.0 Real series results
In this section we shall explore their comparatiegformance by the use of well-analyzed real series
We shall use a maximum lag of 30. Our method inetudomparison of our models with earlier ones. W&l s
also subject each model to the Box-Pierce (1970gsitmanteau test with test-statisRcWe shall compare the
parametric spectra with the raw one, for each sefie further help in model identification, we dhehploy the
inverse autocorrelation function (IACF) and thetidautocorrelation function (PACF) (See Etuk (8980])).
4.1 Canadian Lynx numbers (1821 — 1934) (Campbelhd Walker, 1977, pp. 430 [8]).
We used the logarithmic transformation. Witk 1, the chosen order is 24. Wiah= 2, the model
X — 1.12%,; + 0.52X,, — 0.28&,5 + 0.3254 — 0.178&,5 + 0.180.c — 0.09%,; + 0.08&,¢
- 0179({_9 — 0'145(t-10 - 0.19]>(t_11 + 0'135(t-12 =& (41)
is chosen. Witlo = 3 or 4, the AR(11)
X —1.174&;; + 0.55;, — 0.26%; 3 + 0.319K;, — 0.16&;5 + 0.158 s — 0.070¢; +0.045¢
—0.1439— 0.21%K; 30+ 0.34K,1; = &, R=18.831 (4.2)
is selected. Etuk (1988 [10]) has shown that th€PAuggests an order of 11 and the IACF of onek Et087
[9]), using the least squares estimation procethuad the order of 11 best. Also Haggan and Oye{l§j84
[11]) using their subset modeling algorithm fitted AR (11) to the data. Figure 4.1 is a superinjorsbf the
spectrum of (4.2) on a raw one. The agreement lgetwfeem is close confirming the adequacy of (A&o the
R-value of 18.831 for (4.2) is non-significant. Tefare,a = 3 or 4 performs best.
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Figure 4.1: Some log lynx spectra (in db)

4.2 Wolfer's Sunspot numbers (1700 — 1955).
The annual sunspot numbers are available from brdgards (Waldmeier, 1961 [14]). We used the
256 values from 1700 to 1955.
With a = 1 the AR(29) is chosen and with= 2 an order of 18 is chosen. With= 3 or 4, the AR(9)
X —1.184;; + 0.40%;, + 0.19%, 5 — 0.223%; 4,— 0.17&;5 — 0.06X ¢ + 0.053¢.; — 0.08X, g
-0.123%y=¢, 0°=196.10R = 25.16 (4.3)
is chosen. Etuk (1987 [9]) has shown that modd) (& adequate; thB-test is not significant and its spectrum
agrees closely with a non-parametric one. He, marefitted an AR(9) using the algorithm of Haggamda
Oyetuniji (1984 [11]). Incidentally, Morris (19772]), by the use of forward and backward stepwiggassion,
selected an order of 9. Thas= 3 or 4 is best.
4.3 Series A (Box and Jenkins, 1976, pp.526 [5])
Puttinga = 1 givesp = 30,0 = 2 or 3 givep = 7 anda = 4,p = 2. The AR(7) model chosen is
X — 0.356¢.; — 0.18 K., — 0.020%..5 — 0.024& 4 + 0.024;.5 — 0.07X4
-0.188%,=¢, 0°= 0.0926 R= 21.91 (4.4)
and the AR(2) is
X, — 0.426¢.; — 0.25&., = €, 6° = 0.0999R = 99.80 (4.5)
Etuk (1987 [9]) found (4.4) adequate and (4.5) ades-parameterization. Ozaki (1977 [13]) fitted AR(7).
The IACF and PACF both recommend an AR(7). Hence,4 underestimates the order but 2 or 3 chooses
the correct order.
4.4, Series E (Box and Jenkins, 1976; pp. 530 [5])
FPE1 chooses an order of 25, FPE2 and FPE3 an aff@eand FPE4 an order of 3. Box and Jenkins
(1976) also fitted an AR(3). Here= 4 seems best.
From our study it is apparent that= 1 is invariably too smally =2 can be optimal if the partial
correlation is smallo = 4 can be optimal if the partial correlation &de. Clearly there is need for further
exploration for optimunm with a wider variety of models.
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