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Abstract 
 

Herein is characterized the solution to global optimization problems 
using differential conditions and convexity assumptions. The uniqueness of 
the existence theorems of solution are proposed and proved.  An application 
of the results obtained is shown to best approximation problem. The results 
here compliment similar results in our work in [15] where existence of 
solution to statistical estimation problems were established using classical 
projection theorem. 

 
 

Keywords: Global Optimization, Differential Conditions, Convexity. 
 
AMS Subject Classification (2000):49J52 
 
 

1.0 Introduction 
The fields of application of Global Optimization Problems (GOP) include concave minimization, 

reverse convex programming, difference of two convex functions programming, Lipschitzian optimization, 
global integer programming etc. 

It is important to note that all standard techniques in nonlinear optimization can at most locate a 
local minima. Moreover, there is no criterion for deciding whether a local solution is global. Due to the 
inherent difficulties mentioned above, the methods devised for solving multiextremality global 
optimization problems are quite diverse and significantly different from standard optimization tools. 

Convexity plays a vital role in this aspects and its effect is been realized in two ways. First, any 
candidate for an extremum of a convex functional is automatically a minimum. Second, any local minimum 
of a convex functiona is automatically a global minimum. 

Virtually all the main classes of GOP stated above are concave minimization problems including 
the Lipschitzian optimization. According to Rockfellar[19] relates the fact that a convex functional is 
Lipschitzian on a compact subset of the relative interior domain which seems apparently to be a general 
problem. Thus, most problems stated earlier are actually Lipschitzian. 

The investigation of the existence of global solution and their applications have been an important 
preoccupation in the analysis of the global optimization problems defined on finite and infinite dimensional 
Euclidean spaces. Research in this subject has attracted considerable attention in the literature. Some well 
known results and their applications in the finite and infinite dimensional Euclidean settings can be found 
in [1,2,4,7,9,10,11,12,13,15,16,19,21,22].As in the [1,2,7,9,15,16],such problems have been found useful in 
approximation theory, statistical estimation problems, signal and image reconstruction as well as in other 
engineering applications. The authors in the above references used different methods in proving the 
existence of solution to the various types of optimization problems considered which include duality 
principle, Fixed point theorem, Newton-type method, classical projection theorem etc. 
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We established in this work the existence of local solution using differential conditions and the 

global solution based on the convexity arguments.  

 
2.0 Notation and preliminary results. 
Definition 2.1 

Let ℜ→⊆ XDf : be a functional on the real locally convex space X, and ou is a given 

interior point of ( )fD .Then, the functional f  is Gateaux differentiable at ou  if and only if there exists a 

continuous linear functional *Xa ∈ ,that we denote by ( )ouf ′ ,such that  

( ) ( ) ( ) huf
h

ufthuf
iml o

o

ot
,′=

−+
→

 for all Xh ∈    (2.1) 

( )ouf '  is called the G-derivative of f  at ou . 

The G-derivative ( )ouf '  exists if and only if ( )huf o;δ  exists for all Xh ∈  and 

( )hufh o;δ→  is a continuous linear functional on X .So that 

( )huf o;δ = ( ) huf o ,′  for all Xh ∈     (2.2) 

Note that this definition requires no norm  on X  hence ,properties of G-derivatives are not related to 
continuity ,when X  is a normed space, a more satisfactory tool is given below. 
Definition 2.2 

Let ℜ→⊆ XDf :  be a functional on the real normed space X ,and ou  is given fixed 

interior point of ( )fD .The functional f  is frechet differentiable at ou  if and only if there exists a 

continuous linear functional *Xa ∈ , denoted by ( )ouf ' ,such that an expansion of the for 

( ) ( ) ( ) ashhufufhuf ooo ,0, +′==+  0→h    (2.3) 

holds for all h in a neighbourhood of zero. ( )ouf 1  is F-derivatives of f  at ou  and is denoted by 

( ) ( ) hufhudf oo ,; ′= u. 

Proposition 2.1 [15]. 

 If the Frechet differential of f  exists at ou ,then the Gateaux differential exists at ou  and they 

are equal. 
Proof 

Denote the Frechet differential by ( )huf o;δ .By definition, we have for all h. 

( ) ( ) ( )
,0

;
→

−−+
t

hufufthuf ooo δ
as 0→t    (2.4) 

Thus, by the linearity of ( )huf o;δ  with respect to t, 

( ) ( ) ( )huf
t

ufthuf
iml o

oo

t
,

0
δ=

−+
→

    (2.5) 

which completes the proof. 
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The following theorem will be the main tools for deriving necessary and sufficient conditions for 
the existence of extremal points. 
Theorem 2.1 

Let X  be a real locally convex space , ℜ→⊆ XDf :  be given and ( )fDuo int∈  

Then the following assertions hold: 
 
 
 
 
 
 
(a) Necessary conditions. 

If f  has a free local minimum at ou , then 

( )huf o;δ = 0      (2.6) 

( ) 0;2 ≥huf oδ      (2.7) 

for all Xh ∈ ,where these variations exist. For (2.6) to hold, it suffices that ( )huf o;δ  exists for all 

Xh ∈ . 
(b) Sufficient conditions. 

Let n be an even number , 2≥n ,and let X  be a Banach space. Then f  has a free strict local 

minima at ou  provided the following hold: 

(i) For all Xh ∈  and fixed ,0≥c  
( ) ( ) 1,...,2,1,0; −== nkhuf o
kδ     (2.8) 

( ) ( ) n

o
n hchuf ≥;δ       (2.9) 

(ii) ( ) ( )hufu n ;δ→  is continuous at ou  and indeed uniformly continuous with respect to h, i.e to 

be precise ,for each 0>ε  there exists an ( ) 0>εη  such that  

( ) ( ) ( ) ( ) n

o
nn hhufhuf εδδ ≤− ;;      (2.10) 

for all  Xh ∈  and all Xu ∈  such that ( )εη<− ouu .Here ,it is assumed that all variations that 

appear exists. 
Proof 
(a) For every Xh ∈ , the function  

( ) ( )thuft oh +=ϕ      (2.11) 

of the real variable t, achieves an extreme at t = 0.Thus, 

( ) ( ) 01

0 ==+ = tthuf
dt

d
hto ϕ     (2.12) 

i.e. ( )huf o;δ =0 for all h and the result follows for (2.7) 

(b) Let  ( ) ( )thuft oh +=ϕ ,therefore  
( ) ( ) ( ) ( )hthuft o

kk
h ;+= δϕ  for all h     (2.13) 

in a neighbourhood of zero ,using Taylor theorem about hϕ  in a neighbourhood of t=0, 

( ) ( )
( ) ( )

∑
=

++=
n

k
n

k
h

k

hh R
k

t
t

1

0
0

ϕϕϕ    (2.14) 
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yields for t = 0, 

( ) ( ) ( ) ( ) ( )
10,01 <<=−=−+ θθϕϕϕ

h
ufhuf

n
h

hhoo   (2.15) 

By (2.8) and (2.9) with 
2

c=ε  for h with 






<
2

c
h τ  we thus have  

( ) ( )
( ) ( ) no
n

oo h
n

c

n

hthuf
ufhuf

2

;
≥

+
=−+

δ
    (2.16) 

3.0 Existence and uniqueness of global solution 
Consider the standard global optimization problem 

(A)    ( ) Duuf ∈,min      (3.1) 

 
 
where ℜ→Xf :  is a convex functional on a convex set XD ⊂  called the set of constraints.  To 

problem (A) we can associate a problem 

(B)   ( ) DffwhereXuuf ι+=∈ .,,min     (3.2) 

we call value of problem (A) the extended real  

( ) ( ){ } ℜ∈∈= DuufDfv :inf,  

we denote optimal solution of problem (A) by an element Du ∈  with the property that 

( ) ( )Dfvuf ,= . We call ( )DfS ,  the set of optimal solutions of problem (A).Therefore 

( ) ( ) ( ){ } ( ) ( ){ } ( )BSufufXuXuufufXuDuAS =≤∈∀∈=≤∈∀∈= ;:;:  (3.3)  

if φ≠∩ domfD .The set ( )DfS ,  is denoted by .minarg f  

3.1 Main results 
An important issue is that of the existence of global solution for (A) and (B) respectively. The 

major results that assures the existence of solution to (A) is Weirstrass’s theorem. But  we may use for the 
same purpose some coercivity conditions because the underlying space is not compact. 
Definition 3.1 

Let RXf →: ,we say f is coercive if 

( ) ∞=
∞→

xfiml
x

     (3.4) 

Lemma 3.1 

Let ( ).,X  be a normed space and RXf →: . f  is coercive if and only if the level set is bounded. 

Proof 

Since f is coercive i.e ( ) ∞=
∞→

xfiml
x

 if and only if ∃  a scalar 0>r  such that  

( ) ℜ∈∀>> λλxfrx ,  

[ ] ( )rBfr ,0:0, ⊂≤>∃ℜ∈∀⇔ λλ  

which completes the proof. 
Theorem 3.1 

Let ( )Xf Γ∈ ,where ( )XΓ  is the class of lower semicontinuous proper functions 

RXf →:  

(i) If there exists ( )Xfv ,>λ  such that [ ]λ≤f  is w-compact ,then φ≠fminarg . 

(ii) If X is a reflexive Banach spaces and f is coercive, then φ≠fminarg . 

Proof 
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(i) Let ( ) ( ){ } [ ]( )λ≤=∈= ffvXuufXfv ,:inf:, .since f is lower semicontinuous and 

convex, f  is w-lower semicontinuous. The conclusion follows using Weirstrass theorem applied to the 

function [ ]λ≤ff . 

(ii) Because f  is coercive , [ ]λ≤f  is bounded .Using Lemma (3.1) for ℜ∈λ  since [ ]λ≤f  is 

w- closed  and X is reflexive ,we have that [ ]λ≤f  is w-compact for every ℜ∈λ . Thus 

φ≠fminarg . 

Proposition 3.1 
Let ( )Xf Λ∈ ,where ( )XΛ  is the class of convex functions RXf →: .Then ( )XfS ,  is a 

convex set. Furthermore  ,if f  is strictly convex  then ( )XfS ,  has at most one element. 

Proof 

Let ( )XfSu ,∈ ,then ( ) ( )[ ]uffXfS ≤=, ,whence ( )XfS ,  contains at least two distinct 

elements ;, 21 uu  since f  is a proper function , ( ) ,, domfXfS ⊂ then we obtain a contradiction, 
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( ) ( ) ( ){ } ( )XfvufufuufXfv ,
2

1

2

1

2

1
, 2121 =+<







 +≤  

Therefore ( )XfS ,  has at most one element. 

4.0 Application to best approximation problem 
Let ( ).,XD ⊂ be a non-empty set and consider the distance function  

   ( ) ( ) { }DccuinfcududXd DDD ∈−==ℜ→ :,,:   (4.1) 

Having Xu ∈ , an important problem consists of determining the set 

   ( ) ( ){ }uduuDcuP DD =−∈= |     (4.2) 

( )xPu D∈  is called a minimum solution of x by elements of D. 

Proposition 4.1 

Let ℜ→Dd D : be a distance function and ( ).,XD ⊂  be a non-empty set.  ThenDd is 

Lipschitzian. 
Proof 

Let ( ) { } ( ) { }DccyinfydDccuinfud DD ∈−=∈−= :,:   (4.3) 

  ( ) ( ) yucycuydud DD −≤−−−=−     (4.4) 

Using triangle inequality 

  ( ) ( ) yucycuydud DD −≤−−−=−     (4.5) 

  ( ) ( ) yuydud DD −≤−⇒       (4.6) 

For all Xyu ∈, Dd⇒ Is Lipschitzian with Lipschitz constant 1. 

4.1 Existence and uniqueness of best approximation 
Theorem 4.1 

Let XD ⊂ be a non-empty closed convex set and Xu ∈0  
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(i) If X is a reflexive Banach space then( ) φ≠0uPD  

(ii)  If X is a strictly convex normed space then( )0uPD has at most one element. 

Proof  

(i) Let us consider the function Dluf +−= 0: . Since f is Lipschitzian, then it is necessarily 

convex and lower semicontinuous. By Theorem 3.1, there exists Xu ∈ such that ( ) ( )ufuf ≤ for 

every Xu ∈ i.e. ( )0uPu D∈  

(ii) We have already seen that ( )uPD  = {u}for Du ∈ .  Let Du ∉  and suppose that there are two 

distinct elements 21, xx  in ( )uPD . Then ( ) Dxx ∈+ 212

1
, and 

( ) 021 >=−=− uduxux D . Since X is strictly convex, we obtain 

 ( ) ( ) ( ) ( )uduxuxuxuxuxx D=−+−<−+−=−+ 212121 2

1

2

1

2

1

2

1

2

1  

This contradiction proves that ( )uPD  has at most one element.    □ 

 
5.0 Conclusion 

In this paper, an attempt has been made to characterized global optimization solution of more 
general objective functional using convexity assumptions and differential conditions. The existence and 
uniqueness theorem of the solution was proposed and proved while the results obtained were later applied 
to best approximation problem. 
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