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Abstract

Coverage and capacity are among the ambitious challenges to be met
by the third generation (3G) systems for successful deployment of its services
to both residential and commercial subscribers. This paper reports on the
performance study of CDMA systemsin relation to an optimum step-regulated
SNR-based transmitted power. We derive the system model and present a
computer simulation to optimize the transmitted power for each user and
maintain the required b (signal-to-noise ratio) for satisfactory call quality

No
by achieving a minimal Ab_for every user with an acceptable channel
No
performance. We observe from the simulation that SNR based power control
with updating step-size of 0.8dB provides acceptable system availability and
stability.
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1.0 Introduction

Code Division Multiple Access (CDMA) is the Multi accdeshnology of 3G wireless networks
that has wide range of services. CDMA has been recognizediabla alternative to both Frequency
Division Multiple Access (FDMA) and Time Division Multiplaccess (TDMA). CDMA schemes have
many advantages such as universal one-cell frequency rearseywidand interference rejection, inherent
multiple diversity, soft hand off capacity and soft capacitytliBut these advantages can be hindered by
the increasing interference caused by other users, sindgralissin the CDMA system are sharing the
same transmission bandwidth. Blocking occurs when the tolerancetdinmtterference is exceeded.
Hence, in CDMA, the level of interference is a limiting factor.

One critical problem with CDMA is the near-far problemisThroblem occurs in the absence of
power control. If all mobiles are transmitting at the sameepdevel, the mobile closest to the base
station will overpower all others. Yet, another reason for power contiwd is

2Corr&ponding author
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battery lifetime, if the mobile station continuously transmaitsa higher power. Thus, to maintain an
acceptable SNR, the battery lifetime could be reduced p&wgr control. Each mobile station can then
transmit at the minimum power needed to maintain the re@MNR ratio, thus conserving its battery
life.

Generally, power control is referred to as the mechanisnchnitpue required to adjust, correct
and manage the transmission power from the base station (BS) arld statton (MS) in an efficient
manner such that the interference problem is minimized andcisuaffi quality of service (Qo0S)
simultaneously achieved. Several power control techniques lesredtudied. These include: the Eigen
value problem for non-negative matrices [1], iterative poweetrol algorithms [2], [3], optimization
based approach [4] and useful framework for the uplink [5]. In tipempave contribute to this important
research area by using an optimum step regulated SNR-based pmivel approach to simulate the
system model and satisfactorily maintain the QoS.

2.0  SNR-based power control

CDMA systems have to support multi media services like yaleda and fax. Issues in providing
multimedia services on wireless networks include multi-ss,cbandwidth rationing and power control.
Different services have different QoS requirements and powestraints. In order to achieve the
required QoS, these services could alter their power constgiitte users are interfered with each other.
Therefore achieving each user’s QoS requirement is coupled with themitgower. This is formulated
as a constrained optimization problem. Thus the users are spteadidtance based on their SNR
requirement and their transmitted power, which are calculayethe base station to achieve better
performance of the entire CDMA cell.

21 SNR-based power control servicesvariety requirements

QoS requirement and power needed for each user are differettt different types of services provided
by CDMAs such as digital picture, e-malil, fax, voice, GPRS, @tdix8d requirement for each user is no
longer efficient. A perfect management scheme for providingetlesources based on their need is a
must. The following are the services requirements for SNR-based ponteol:

() Interface: Each user operates with high power in the system and hence ghieterference
inside the system. Most times it produces problems such as near-far effieping users, and increase in
noise.

(i) Increase in Capacity: Only a limited number of users can use a CDMA cell. By intradu&8NR
base power control scheme in the CDMA system, equalizesiltisertbed signal power to the same level
at the base station by adjusting the power by the amount requireli¢oeathe required signal threshold
in one step. This algorithm should find exactly the transmitted peaen subscriber should transmit in
order to satisfy the required SNR level by the receivieis Gives room for more users to enter system by
reducing the overall interference as well as the noise in the system

3.0 Mode parameters
The capacity and coverage of a CDMA cell depends on facoch as power control,
interference power and propagation model predictions. In this paper we cenpitéect power control.
Let K and Kp be the minimum and maximum active number of users allowed poweer-
controlled DMA system. Each user has QoS and power constidiat.data rateR) and the total
bandwidth Y) of the available signal are fixed.

Each user specifies a minimum QoS tolerance for systebilityteand service availability.
Usually this is either in terms of BER or FER. Heresiassumed that BER/FER requirement could be

A
mapped from energy per bit to noise power density Ie\ﬁkx requirement [6]. A user specifies a
0
maximum power limit he/she can afford and the minimum datsfearate he/she requires. By assuming
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perfect power control, the SNR exactly needed to have an acceptaingate can be summarized as
follows:

_W SL(d,9) K,-K

R°™ N 'K,-1

A
—> (3.1)
NO

where:

Ap = bit error rate (BER)
Np = frame error rate (FER)

W , . .
E = processing (spreading) gain

N = Fy Kg To = thermal noise of the receivery(E receiver noise figure)

S = the receiver power at the base station from an active user

K, =K
K -1

p

= multiple access interface factor

4.0  Thepropagation model

The signal propagation model in the mobile channel (when fast fégliiggored) is generally
modeled as a product of three components: the first component ishateisvinversely proportional to
the distance representing path-loss, the second is a vawéhldognormal distribution representing
shadow losses [7], and the third represents the directionadnant&he shadowing represents the slow
variations in the signal strength even for mobile users. On the other handjifagt fiehich is largely due
to multipart propagation, could be assumed to have no effece@véitage signal power level [8]. Hence
for a user at a distanckfrom a base station, the total propagation loss is a functidndéndg and is
given by

)
L(d,d)=d ™10 .g (4.2)
wheredis the standard deviation of lognormal shadowing process and n is the pappagéitoss.
In order for a base station to be most favourable to mobilek(dh® with respect to the base station
must be smaller than(d,d) with respect to other base stations [9]. Our model uses an idectiahial
antenna pattern. Therefore
o
L(d,d) =d 1010 4.2)

From (3.1) and (4.2) we can build relations among the received power, number of uskescaverage
area.
41 Power -controlled CDMA cellular system capacity

In digital communication systems, the measure that indicla¢ebnk quality is expressed by the

A
bit-energy-to-noise density ratio2- . This term can be related to the conventional SNR by recognizing
0
the energy per bit duration, such that

A, = ST (4.3)

whereSis the average signal power ahds the time duration of the bit. We can further analz8) by
substituting the bit data rakg, which is the inverse of the bit duratidn

A, = S (4.4)

R,
The noise-power-spetra-denshtly, is the total interference powkdivided by the transmission
bandwidthW, i.e.
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N, = (4.5)

I
W
Given this, the bit-energy-to-noise density can be rewritten as:

A W
I [§j - (4.6)
N, VIR
W . ,
Where the ratio— is known as the processing gain of the system.

In the following, we examine the capacity for a simplifiedecaf the uplink as this is the main
focus of our investigation and generally considered as the limiting link.
base stations

mobile stations /

own-cell interference

Figure 1: Uplink own cell and other-cell interference in RIB

A
An example of the uplink scenario is depicted in Fig. 1., wherel—\lﬂqefor a specific user is
0

measured at the BS. In order to evaluateﬂﬁevalue, we need to specify, in (4.5). It can be seen in
0
Figure 1. that the total interference power on the uplink consists afltbihg contributions:
() Background (thermal) noise-power spectral density N
(i) External interference,
(iii) Own-cell (= intra-cell) interferendg,n, i.e. the interference by other users in the same cell,
(iv) Other-cell (= inter-cell) interferendge, i.€. the interference by other users in neighbouring cells
at the base station receiver.
Whereas the first two sources of interference can be found in othezssimistems as well, the latter two
are unique to CDMA. This is due to the fact that all usergabpein the same radio frequency
transmission band. The fundamental capacity equations for timk w@re first given in [10]. In order to
simplify the calculation, no other-cell interference idiedt taken into account. Further studies in [11]
extend these models to include the computation of the other-cell intederenc
We will follow the derivation in [12]. Let us consider a single cell bxhdith K users that are in
power control with the base station. The total interference powesési is composed of the received
signal powelS from all other users in the cell
kS,
liotal = Z —+N, (4.7)

j=Lj#i
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wherev is the voice activity factor. Voice activity detection of the speaclder ensures that data is
only transmitted at full rate when the user actively speaks. Irceilgeriods, the data rate is much more
reduced and thus less interference is created.
If we assume perfect power control, all users are received with exsethame signal pow& We can
now simplify (4.7) as

_(K-Dvs N

l total W N 0 (4-8)

. . A . . .
Inserting (4.8) into (4.6), theNL on the uplink can be given for an arbitrary user as
0

A W > (4.9)
N, RN,+(K-1)S

solving (4.9) foK yields the capacity in terms of the number of users in the system,

K :1+% 1 NO;V (4.10)
Mo |V
NO

We should note that (4.9) only considers a single cell willass ©f service and therefore only of limited
use in UMTS capacity evaluation.
To include what happens with the neighboring cells, we introduce the guafditred to as the
effective frequency reuse factér, defined as
TotallnterferencePower 1

~ Oown-celinterferencePower 1+ N
whereN is the noise power. Similar quantities have been defined in [13]. Ityseabow that SNR is
related ta~ by the expression:

S S
NR=—=—(1-F 4.12
| +N N( ) ( )

We may derive a more direct relationship between the numbetieé aisers and average interference.
Consider that the interference power is some fraction of the irdede and noise power:

| =P =e(l+N)=(K-1)S=¢(K, -1S

(4.11)

A
wherese = —2; 0 s¢<1, Sis the power of each interfering signal (they are all assumed to be, égisal)

0
the number of active users aKg is defined as the maximum number of active users supported by an
interference-limited system. As-S», the last term in (4.10) approaches

w
0 and a maximum of K is reached at K, = R | which is called the pole capacityeof
AbJ +1
Ny )
. : . _ (K- . S
system. Using these relationships, we can seeRhats —m . tongider that/, :E and
p

. . A
, a convenient relationship for2 results:

| . N
o+ Ny = —+—
T ww N,
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J :"_bzﬂi{Kp_KJ (4.13)

whereN = Fy KT,

Here Fy is the receiver noise figur&g, the Boltzmann constant ani, the absolute temperature in

Kelvin.

5.0 Simulation algorithm and program

We present below the simulation algorithm for two cases:

(i) varying transmit power with distance and
(i) varying transmit power with users.

(1) Case 1 Algorithm — Varying transmit power with distance
(@ Open file for simulation output
(b) Initialize distance and shadow fading
(© Vary transmit power
A
(d)  Compute Signal (i.e.N—b)
0
(e) Print signal and distance to output file
() Vary distance and shadow fading
(9) Signal end of simulation
(h) End Simulation
(i) Case 2 Algorithm — Varying transmit power and users
(a) Open file for simulation output
(b) Initialize number of users from the negative exponential CDFL{E€)
(©) Initialize distance and shadow fading.
(d) Vary transmit power
A
(e) Compute signal (i.eN—b)
0
() Print signal and number of users to output file
(9) Draw another user frodre”
(h) Vary shadow fading
® Signal end of simulation
()] End Simulation

The algorithms were then coded into a computer program usin@l\Basic 6.0, an Object
Oriented Programming language suitable for scientific simulationstapphs. We show below a sample

Graphic User Interface (GUI) of the simulation environment.

The program is designed to be interactive and the resultsimattated to a text file, which makes it

comfortable for a user to copy and work with offline.
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= Simulation Parameters - Data Entry Interface @

Frocessing Gain |23

Tranzmit Powwer | 10 to |_5_2 Step |D.8

Distance [1 to 1E Step oA

Shadow Fading |4 to |1 o Step |1

Moo of Users 10

bax. Mo, of

Users 140

Theamal Hoise 02

{NRAIEAER SN st AREE Wary Power and Users E xit Program

Figure 2: Sample GUI simulation data entry environment

6.0  Presentation and discussion of simulation results
In this section, we present and discuss the simulation results as follows:

(1) System performance with no fading compensation: The effect on system performance without
power control is shown in Fig. 3. Here the SNR strength decexgonentially as the distance of MUs
increases. This is a trivial case of no fading boost. Thatrslsows that mobiles cannot transmit with
fixed power, because the cells would be dominated by the closéslies to the base station. Far-away
mobiles could not get their signals heard in the base statiochwhils for the need for appropriate
power management schemes.

6 -

Signal Strength (SNR) (dB)
w

1 2 3 4 5 6 7 8 9 10
Distance (km)

Figure3: Graph of SNR vs distance — with no fading comp&aa
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(i) Effect of Transmit Power on system availability and stability: Figure 4 shows SNR for different
distance of subscriber locations. It was observed that the sigeagith remained approximately constant
regardless of the subscribers’ distance or location from the $@tion receiver. Here we introduce a
control into the system that helps the system meet andtaimithe minimum signal required by
subscribers. This could be made possible in real-life by providitiglar amplifiers that can makeup for
signal variations, fluctuations and fading for long distance siless. We achieved this amplification
through the compensation of all forms of multi-access interferprmperties, with a general term “near-
far-effect”, and step-size update as the distance increases.

6 -

4

¢
¢
¢
¢

3

5 -

Signal (SNR) (dB)
) w I

[
I

o

1 2 3 4 5 6

Distance (km)
Figured: Graph of SNR vs distance — with cellular ampéifion

(iii) Effect of Transmit Power on system availability and capacity: Figure 5 (a) shows the
performance of the system evaluated as a function of numbeersf versus SNR. The users are drawn
randomly from the negative exponential cumulative density fun¢@@¥). This density functionl¢e”)

is a memoriless function, which depicts the real-life scenag. the number of users at times not
dependent upon number of users at tign@ he result is a scatter plot. But cumulatively, we obstrae
the signal strength increases with increase in users. THisne®that more signal strength is required for
more users in the system. A model equation that determinesrthiatson trend was fitted and found to
beY = 32.215¢°%™ whereY is the trend signal variable ardh this case, the number of users.

Figure 5(b) is a normalization of 5(a) where the numbers ok e increasingly ordered. The
result is almost a straight line. To predict the perfarceain real-life, we again fit an exponential trend
line and the trend equation is derivedvas 17.363¢**"**. We also observe an increase in signal strength,
which allows the system to accommodate more users, thus imgefms network capacity. The
fluctuation signal is reduced through this normalization and hensantesference is introduced into the
system.

7.0  Conclusion and outlook

This paper has presented a classical approach that aidstabésement of an optimum power
control step-size to combat interference limited CDMA systend solve the near-far problem. The
simulation results show that SNR based power control with updatam size of 0.8dB provides an
acceptable system availability and stability. After egtee simulation, we observed that the step-size
value must be carefully chosen as too small or too laxgdu affects the system’s stability and service
availability.
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Figure5(a): Graph of users (unordered) vs SNR
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Figure5(b). Graph of users (increasingly ordered) vs SNR

Our approach so far considers an additive white Gaussia@ F8GN) channel with no time
dependent behaviour. In reality however, correlations in the fadvamnel causes the propagated
fluctuation of signal at a greater degree. Further researodguired to include a model that considers
fading in a more practical manner by modifying the looping driving variable.

The results in this paper present the inner loop (uses SldRP@$ormance measure) and do not
include outer loop processing. Another extension possibility is torpocate a dynamic algorithm to
determine the threshold level.
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