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Abstract

In this paper we examine the Euclidean controllability for a neutral
system with a nonlinear base given by

L0 = fltx.u]+ BOuw

By a careful analysis of the maximum principle, necessary and sufficient
conditions for the existence and uniqueness of optimal controls are deduced.
This work is a great improvement of existing works providing a relationship
between the attainable and reachable sets.

1. Introduction

Optimal controls in its simplest sense means controllimyséem in some “best way”, Little
wonder, interest is intense in this area. The purpose afeggsirch is not unconnected with the growing
interest in the realm (see [1], [3], [6], [9], [10]). For linear syst of the form

£D(X) =L (%) +BOUE, t>0 (L)

Chukwu [3] gave necessary and sufficient conditions for théesxde and uniqueness of optimal
control. More reports for system (1.1) are available in Banks and Kelgnks and Jacobs [1].

In [5] Galh studied the Euclidean controllability of non-lingarturbations of linear functional
differential systems of neutral type. In his investigation, the bashasently linear and controllable, and
the perturbations are assumed to satisfy some growth conditimeentrast to this research, our current
paper assumes that f and g may be nonlinear in the caseealdlay systems witt(t,¢) = 0. Mirza and
Womack [8] studied conditions under which the system

%DM) = L(t, %) + B)u(t) (1.2)

is Euclidean null controllable, that is= 0 in definition (2.3). The present endeavor is to investigat
Euclidean controllability of the system (*) and set aheaabtain Optimal conditions for the system with
straightforward application to the Maximum principles. Thenshall establish a relationship between
the attainable and reachable sets.
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2.0 Notationsand definitions
We consider system (*) given by

%D(tl xt) = f(t, %, u(t)) + B(t)u(t) tO1

x=quC([—h, o], E“jzcl

where the operatd is given by
D(t.¢) =¢(0)-g(t.¢) (2.1)
and

g:|oty|xCq - EN, tOl
f:]d,t1]x C1 x C(Lé,tlj,Enj S ED

are continuous functionsB is a continuousixm matrix function. HenceE = (-, ), E" is a realn-
dimensional linear vector space with noH C([a,b], E") is the Banach space of continuous functions

mapping g,b} into E™ with the suprimum norm denoted fp({a, b], E") by using|¢@|= sup |&(s)| D
a<s<b

is as defined in [4] ifd JE, ¢, =0 and xXOC([d—h,0+c],E"). Then for anyt [J,d +C], the
function x; OC is defined by

X(s)=x(t+s), —h<s<O (2.2)
Only continuous functionst D C([J, t, ], E") are considered. We shall assume fftatg u) is uniformly

Lipschitzian with respect tap and u for any tOl with Lipschitz constantk. In the sequel
C, =C,([-h0}, E") andC,([J,t,],E"). Thusf :1 xC,xC, - E" andg: I xCq

- cM Also, if U is an open subset df x C, x C,, thenv is the corresponding projection orita C;.

Thatisv ={(t,@); (t,g,u) OU}.
Definition 2.1
Letv be an open subset dnx C,. Let ¢(t,g,u,s) ={W¥ OCy :(t,W)Dv, |¥-ds<

U0 = (6)6) —s, 60(-h0)} theng:v—>E" is monatomic at zero if for any, (p) Ov, there exists
So = S(t,¢) >0, Mg = u(t, ¢ >0, continuous int, @ and a scalar functiono(t, ¢,u, s) defined and

continuous for(t,¢) v, 0<s<s,,0< x4 < i, nondecreasing ip, s such that

pt.o.1,.s,) <1 |gt.e) -9, P < pt, @ u, 9| ¥ -¢ (2.3)
Fort OE,w O@(t,pu,s) and all 0<s<s and 0< 0 u,
Definition 2.2
Given dlE, @OC, we sayx(d, ¢) is a solution of (*) with initial valuep andd if there exists a
€ >0 such that xOC([d—-h),(0+C],E"). x coincides withg on [(d—h,d] and D(t, x) is
continuously differentiable of(d,d +C] and satisfies system (*) dfd,d +C]. It is known [6] that

under the prevailing assumptions Bnf, g, B, andu for each@C,, there is a unigue solution of system
(0.1) with initial valuegp atd.
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Definition 2.3 (Euclidean controllability)
The system (*) is Euclidean controllable if for any initial functigfC, and any vector

x, OE" there exist som¢ <C and a controu 0C([J,t,], E") such that the solutiox(t) = (t,J,@u) of
(*) exists and satisfieg(t;) = x;.
Lemma 2.4
Let B: | -E™ be a continuous function. Assume that f :1 xC,XC, — E" is uniformly
lipschitzian, that is
[Ftauw) - e <k] a-af+]u-u]
for all tdl, @, @ OC4, Uy, Uy, OC,. Then the constantst;, v can be chosen such that

i) (-verBr OB B -))<Y

(i) IB* (t)B™(J,t, - 0)||t, k< ¥ for all tOl
Definition 2.5 (Attainable set)
The attainable set of system (*) at time t denoted(byis defined as the set of all those points
ulJE" for which the system can be steered in tirog the A(t) = {x(t, o,pu),ul] U} :
Definition 2.6 (Reachable set)

By setting(t) = jtt y(s)ds uOU where y(t) = (F *(t) B(t), we calld(t) the reachable set of
0

system (*) in time t. Clearl{J(t)0E". Both the attainable and reachable sets are related anaititgy |
contribute in the establishment of optimality for the control syste
Theorem 2.9: (The maximum principle) see [7] chapter 4 and the proof.

3.0 Main Results

Theorem 3.1

A function x is a solution of system (*) through (J,¢) if and only if there existsa € > 0 such that x
satisfies the equation

D(t,x) =D(8,9) +[5 f (s x,su(e)ds+ 5 B(s)u(s)dstO[0, T]

(3.1)
Xo=¢
Proof
SinceD(t, x,) = x(t) — g(t, x,) we deduce that, the solution (*) is given by
X(t) =D3,@) +9(t, x) + [ T (s, xs, u(s)ds + [ 1B(s) u(s) ds, t=4 (3.2)
we observed from (3.2) thats a solution of (*) of{J,d +t] if and only if
X(0+t) = @(t) + z(t), —h<t<C (3.3)
wherez(t) satisfies
20)=g(t+o,@ +2 -9 A+]§  F(s=0,¢ +25,u(s+0)) ds )

+j(t)B(s+5) u(s+9d) ds, zo =0
We note that fott, [1(J,,C), X(t,) = x, if and only if
z(t, = 0) = X, — ¢t, = 9) (3.5)

The corresponding, which steergto x; in timety, is given by
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u(t) =B* ()H "xg - (1 - 9) + 9(5,9)

~gltp ~@1 -0 +21 - 0] - JL 7O f(s+ 0, + Zs,u(s+ ) ds

whereH =H(3,t - 8) = |1 7O B(s+ 5)B* (s+ ) ds

Such au can be shown to exist under the conditions imposddgmandB by the method of [1]

and [2]. Moreover this function is unique and is defined fot @[J,C].
Now set

(3.6)

(@ T(zu) (®)=0 if tO[-h, 0]
() S(zu) ()=0 if tO[-h,0]

© T(zu) (t)=(Y(t), W), if tO[0, T)
d) S(zu) (t)=(h(t), 0), if t0[0, ¢)=I

whereY(t) = g(t+3,4 z) —9(d,9)
ht)=]§ f(s+d,¢5+zsu(s+d)ds+[ B(s+d)u(s+d)ds

W(t) = B* (t) H'[x, ~ @t = 9) + 9(3,9)
- g1, 0+ 21-5) ] 5O F(s+ 3,5 + z5,u(s+ 9)) ] -

From the above remarks it is clear that if the opefatolS given by [+ (zu) (t) = (Y(t) + h(t),
w(t)), has a fixed point so that€9) (zu) (t)( = (z(t), u(t)) then the system (*) is Euclidean controllable.
In that case(t) is given by (3.4) and(t) by (3.6)
Theorem 3.2

If u* isan optimal control which steer the system (*) from a point x, to the point x; in the state
space E" and if t* is the minimumtime to achieve this, then there exists a non zero vector K/ZE" such that

(3.7)

u* (t) =sgnk'F(t) B(t)] (3.8)
Proof
We wish to minimize; such thak; OA (t). Now suppose we set
y(® =F L B(Y) or y(©) =(v1(1), y2()--. yn() (3.9)

whereT denotes matrix transposition and supposé*ftre optional timew = F _1(t*) X1 —

~xo OEM, thenwlzjtt(l)[ y(S)u*(s)ds.

From definition (2.6), it easy to see that, in particlléD) ={5} and[l(t) increases with time

and meets wat the boundary oR(t*). Now at w;, there exists a hyper plane of support[fft) with
outward normaK at w. Thus for minimum time and fd¢ # 0, we havek'w; > K'W for all wad(t).
This implies

KTjtt* y(s)u* (s) ds= KT jtt* 1 y(sju(s)ds udU
0 0
[ tto KT y(s)[u* (s)-u(s)]ds=0 (3.10)
Now from a consideration af* = +1 it is easy to see that the above inequality is satisfied if
u* and K" y(s) have the same sign simultaneously. Hence we infettrasgn(K"
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y(s)) which from (3.9) is true for atldt [0, t*]. That is equation (3.8) holds. To harness the maximum
principle for this purpose, we define a Hamiltonian functidrgiven by
H =(xu,@ =9 f(xtu)+gq for ¢ >0and (3.11)

H *(t,x,u) =Max H (t,x,u). A necessary condition that* be optimal and@* (t;, u) the
corresponding optimal path is that there exists a non zero vector fugstiom that
H(t,u,¢) =H * (t,u*, ¢) and qoz—a—H, _oH
0x 0@
H =g +¢Bu(t)
H* = max( 4 + ¢ But)} = + max(p B u(v}

Since the solutiong(t) is given by g(t) ={K"F*(t) for KOE" we deduce thaH* can have its

maximum if u* =sgn{KTx_1 B(t)} as in (3.8). However, it is assumed thaiatisfies all smoothness
conditions for existence and uniqueness of solutions ané{th&t0) = 0. ||
Remark 3.3

A special relationship exists between the attainableA@gtand the reachable sel(t) as in
definitions (2.5) and (2.6) as follows:

A) = x(t,U) = F ()% + t% FL(t-s) B(s) ds=F(t) + jt% F1(s) B(s) u(s)ds

=F(O) %0+ g, Y(9u(as

Alt) = F(t) xg +O(t) (3.13)
Remark 3.4: (The bang bang principle)
With reachable sefl(t, 0) O E", exploit could be made of the bang bang principle whose

immediacy of applicability is not guaranteed werg, 0) is subset of a function space. Define the Bang-
Bang controls on [Q]; t; > 0 by

C™={u:uis measurable, /uj(t)/=1 j=123 in tO[0y]
D°(t,0)={jtto F (0,5 B(s)u(s) ds; uDCm}

The principle statesi(t, 0) =0, 0)
Proof: See Chukwu [3].

40 Conclusion

Optimal control literally means controlling a system itbast way”. This has been observed in
much control linear processes of certain types. Exploits are newatell to nonlinear systems where
unavoidable nonlinearities in systems affect the evolution ofytkem in a direct manner. This work x-
rays and resolves such nonlinearities by considering it aseddras linear system and thereafter fixes it
to zero. A special case of the maximum principle is provedystem (*). Necessary conditions and
form of the optimal control deduced. More interestingly the neatnatrol system is shown to be not
only Euclidean controllable also but optimally controllable.
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