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Abstract

Consider the discrete control system

x(t +1) = AXt) + Bu(t), y(t) = Hu[t] *)
for tOT ={012,-}
Weimplorethe notion of asymptotic controllability to show that, a system which
can be stabilized by an arbitrary feedback u = g(x) can also be stabilized by a

linear feedback u = D(x).

1.0 I ntroduction

Stability is of importance for the synthesis ofdback controls. A control is called a feedback isidescribed as a
function of the state variable x, that is y=g(xa 8alle [4] pointed out that an important conditionlinear feedback stability is
controllability. No wonder enthusiasts in contrbildy have picked interest in the subject of sl&pias it applies to
controllability.(See [2],[3],[4]). In his contrilion on the subject, Eke [3] provided a shorter aaither easier proof of the

stability conditions for systems of the form x(t) = Ax(t) + Bu(t), X(O) =0
y(t) = Hu(t) (1.1)

His paper however touched slightly the fringeswfdtional analysis and of course such basic linggebra that could
be shown to any serious person in need of thelisyadsi control systems. Be that as it may, theezbjof this paper is to provide
a rigorous foundation for the theory of stabilitiydiscrete control processes and motivate a clesamination of continuous
autonomous systems as a possible objective in aloddrsign. Classical optimal control theory progidseveral examples of
systems that exhibit convergence to the equilibriifinite time. A well known example is the douldgegrator with bang bang
time optimal feedback control [1].These examplgadglly involve dynamics that are discontinuouss¢déte). Discontinuous
dynamics besides making a rigorous analysis difficoay also lead to chattering or excite high fremgy dynamics in
applications using time-varying feedback contrélewever it is well known that the stability analysif discrete time-varying
systems is more complicated than that of continueystems Therefore with simplicity as well as aggdions in mind, we
attempt here to alleviate this difficulty. We thgether the tools necessary in the execution oftésis.

In (*), A, B, H denote real matrices of dimensionsn, nxm, r xn, respectively. Here the functions x, yare

defined onT and are vector-valued. The set of admissible otmitfor input variables) is defined &y and consists of all
sequences= {u(0),u(1),....}.The function x is called the state variakled y the output variable. For evarg Q, a ¢ R", the
solution of (*) corresponding to u with initial weéx(0) = a is denoted by,t,a).
Definition 1.1

The systenf) is called controllable for every a,4R", if there exists a 6.2, te T such that xt,a) = b.
Definition 1.2

Systen(*) is called null controllable if for eversie R" there exists 1 Q andt ¢ T such thaix,(t,a) = 0.t is called
asymptotically controllable if for everysaR" ,there exists u Q such thai(t,a) — 0 ast — oo.
Definition 1.3

The set of eigenvalues of A is called the spectiit and is denoted hyA). The characteristic polynomial of A is
denoted by, and is defined by

XA(2) = de(zl -A)

An eigenvalué of A is called*)—stableif |/1| < 1. Eigenvalues of A which are not (*)—stable aedled (*)-
unstable The matrix A is called*)—stable if all eigenvalues of A are (*)-stable.
Definition 1.4

The systen(t) is calledstabilizableif there exists an mn matrix D such that A+BD i§)-stable.
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20 Controllability and direct stabilizability

We have the following results.
Theorem2.1
If S is a non empty set of complex numbers, thestsea matrix D witli(A+D) ¢S if and only if every
A DJ(A)\ Sis controllable.
Pr oof
Suppose that eachl DJ(A)\S is controllable, a transformation of state spaeTx transforms A&, B) into

(K, §):= (TlAT,T'lB) and is easily seen that (A,B)-controllable eigengal are aIS({ﬂ, §) -controllable. By the canonical
decomposition theorem ([4], p 99), we can chooseach that we have the following block-partition

aeft A o8]
0 A, 0

where Kn is ap x p matrix andB; is ap x m matrix such tha(gl, El) is controllable. We hav&A) = 8(A) = 8(A11) Ud(Ay). If

L e 8(Ax) , then & is not @, B)-controllable and hence. ¢ S. Therefore we haw&A,,) ¢ S. Furthermore, sinceAy, B,) is
controllable, it follows that, there exidbswith 8(A;;+ B;D;) ¢ S

Theorem2.2
The following statements are equivalent.
@) systen(*) is asymptotically controllable.
(ii) Every unstable eigenvalue of A is controllable
(iii) (*) is stabilizable.
Proof:

(@)= (ii) If for X & 6(A), With Rel > 0, there exists a row vectge: 0 with A= A, #B = 0 and ifya # 0, then we have
(drd) (pxu(t,a)) = Agxy(t,ar). Hencepx,(t,a) = €m0, (t=o0) for every ue Q. Therefore (*) is asymptotically controllable.

(ii) = (iii) This is an immediate consequence from Theoken

(iiiy = (i) Let D stabilize (*) and let the solution ®f= (A+BD) with x(0) =a be denoted by\(t,a). Then withu(t):= Dx(t,a), we
havex,(t,a).= x\(t,a), (t > 0) and hence,a) »>0, {—>x).
Remark

It follows from this Theorem in particular thasgstem which can be stabilized by an arbitrary hleedu = g(x) can
also be stabilized by a linear feedbackD(x).

3.0 Conclusion

The notion of asymptotic stability can preciselyfbemulated within the framework of asymptotic aamfiability with
straightforward uniqueness. This assumption howelsss not imply any regularity property for thetlggg time function.
Stabilizable results for finite time stability nadlly involve finite time scalar differential equtés. The regularity properties of
a stabilizable function satisfying such equalisa®ngly depend on the regularity properties of ghttling time function.

This paper thus raises certain questions thainapertant from the point of view of stability thgorln particular,
conditions on the dynamics for the settling timedtion that lead to a stronger converse resulf iaterest to the mathematical
physicist. As mentioned earlier, a control systemlar the action of a time optimal feedback controlyields a close loop
system that exhibit finite time convergence. Heiheeould be interesting to explore the connectibasveen finite time stability
and time optimality and relate the results of flaper to result of the time optimal control problem

References
[1] M. Attans and P. I. Falb:"Optmal ncontrol”. Antroduction to the theory and applications. Mc&idill, New York,1966
2] W.P. Dayawansa: “Asymptotic stability of lowrdénsional systems in nonlinear synthesis”, ProgreSystems and Control Theory,
9 Birkhauen, Boston. (1991)
[3] A. N. Eke: “Stabilizability for linear feedbaakbservable systems”, Jour. Of Nig. Math. Soc. &lpp 59-68, (2000).
[4] Jurdjevic & J. P. Quinn: “Controllability anda&bility”, Jour. of Diff. Egns., 28,pp 381-389 (137
[5] J. P. Lasalle: “The Stability and Controllabjlof discrete processes”, Appl. Of Math. Sci.,§RiSger-Verlag (1988).

Journal of the Nigerian Association of Mathematic&hysics Volume 1(November 2006)347 - 548
Stability of discrete control systems Celestin. A. Nse J of NAMP



