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Abstract 

 
This paper provides a useful application for comparison on the use of 

Adjusted Estimates (Weighting Adjustment) as against Unadjusted Estimates for 
estimate of Mean in survey Non-response .The use of response propensity and the 
predicted mean of the outcome variable for cell creation are stressed .The results 
from our empirical study emphasize the efficacy of Weighting Adjustment over the 
Unadjusted estimates .We adopt the following criteria: Variance, Bias and Mean 
Square Error in reaching our conclusion. 
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1.0 Introduction 
 

It is not impossible to have individuals who failed to provide information to a questionnaire because of non 
contact or refusal to respond to the whole questionnaire (Unit Non response). 

At times people provide incomplete information for which some items are missing (Item non response). 
The most common method of adjustment for unit non response is weighting. In weighting adjustment, respondents 
and non respondents are classified into adjustment cells based on covariate information known for all units in the 
sample and a non response weight is computed for cases in a cell proportional to the inverse of the response rate in 
that cell Little (2003). These weights often multiply   the sample weight, and the overall weight is normalized to sum 
to the number of respondents in the sample. See Oh and Scheueren (1983), for detailed discussion on non response 
weighting.  A  Simple related approach to non response weighting is Post-stratification, Holt and Smith (1979), 
which applies when the distribution of the population over adjustment cells is available from eternal sources such as 
a census. The weight is then computed as the inverse of the ratio of the number of respondents in a cell to the 
population count in that cell. 

Researchers view weighting as a means of reducing bias from unit non response, and this role is 
synonymous to the role of sampling weights, and is related to the design unbiasedness property of the Horvitz- 
Thompson (1952) estimator of the total for which units are weighted by the inverse of their selection probabilities. 
Non response weighting can be seen as a natural extension of this idea, where included units are weighted by the 
inverse of their inclusion probabilities, estimated as the product of the probability of selection and the probability of 
response given selection. In particular, nonresponse weight is simply the inverse of inclusion probability, where 
inclusion probability is the product of probability of selection and probability of response given selection.    In actual 
fact the basic steps in nonresponse weighting adjustment includes the following: 
1) Classifying Respondent and Non respondent into adjustment cells based on covariate information known for 
all units in the sample. 
2) Compute the non response weight for cases in a cell proportional to the inverse of the response rate in the 
cell. 
 
_________________ 
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3) Obtain the product of these weights and the sample weight and normalized the   overall weight to sum to the 
number of respondents in the sample. 

In particular, the basic aim of this paper is to examine the efficacy of weighting adjustment as a useful tool 
to handle non response problem over the unadjusted estimator. 

We outlined this work as follows; Section 1 gives a brief overview of weighting adjustment method, 
Section 2 discusses the theoretical background of weighting adjustment. In section 3, we introduce our symbols as it 
is used in this study and the corresponding interpretation along side with the estimators, while Section 4 gives the 
results obtained from using these estimators for clear comparison. 

 
2.0 Theoretical background  

 
In work with population means, total and related parameters survey non response is of practical concern for 

many reasons such as  
 (1) Biases in point estimators  
(2) Inflation of the variances of point estimators, and  
(3) Biases in customary estimators of precision. 
In order to illustrate these concerns, we consider a finite population U  containing N  units with items NiYi ...1, =

and define the associated population mean ∑
=

−=
N

i
iYN

1

1µ    (2.1) 

Let us in addition, define S  to be set of indices of nsample units selected through a complex design D. 
This design may involve a combination of stratification, Clustering and Unequal probability of selection. For each 
unit i in the population, let iπ  equal the probability that unit i is included in the sampleS , and define the associated 

probability weight iiw π1= , then a standard point estimator of the population mean µ  is    

 i
si

i
si

if Yww ∑∑
∈∈

=µ̂   (2.2) 

Under moderate regularity conditions, the full-sample point estimator fµ̂  is evaluated with respect to the sample 

design for fixed   characteristics, NiYi ...1, = . 

Consider the presence of non-response by one or more elements; one cannot compute the full-sample estimator 
(2.1). A simple alternative is the unadjusted estimator  

i
si

i
si

iuA Yww ∑∑
∈∈

=µ̂       (2.3) 

Where now the sample S is partitioned into subsets R and M containing responding and missing units 
respectively.  We may rewrite expression (2.3) as 

ii
si

ii
si

iuA Yrwrw ∑∑
∈∈

=µ̂       (2.4)  

where ir  is the response indicator for element i define as follows 




=
                 otherwise,0

respondsielementif,1
ir  

The operating characteristics of uAµ̂  depends on the non-response process, which can be formalized using the 

quasirandomization Oh and Scheuren, (1983). 
 

One approach to reducing the bias of (2.4) is to apply a non-response weighting adjustment. Suppose that unbiased 
estimates ip̂  can be computed using available information from the survey or external sources, for full discussion on 

the estimation of ip  from auxiliary data see Little et. al (2002). One could compute the approximately unbiased 

estimator 
   i

Ri
i

Ri
iuA Ywpwp ∑∑

∈∈
=µ̂     (2.5) 

Where iii pwwp /=  is a weight that has been adjusted by the inverse of the estimated selection probability for 

unit i. Oh and Scheuren (1983) and Sarndal and Swenson (1987). The efficiency issue (2) then relates to the increase 
of the variance of the estimator pµ̂  relative to the idealized estimatorfµ̂  and the inference issue (3) depends on the 

bias and stability properties of variance estimators applied to (2.5) and the coverage of confidence intervals and test 
constructed using (2.5) and these variance estimators. 
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3.0 Description of notation and estimators 
 
Following the definitions and notation as used by Little (1986) with further modification, we present the following 
notation for population and sample quantities, R  for respondents N – for non-respondents. 

cRn : The number of sample respondents in cellc , cn the number of samples units in cellc , cb is the response 

rate in cell c  and can be written as ccRc nbb = . n  is the total number of sampled units. b  is the response rate in the 

entire sample and is given as nnb R= . cRP , the proportion of respondents in cell c  and is given as RcRcR nnP = . 

cP  is the proportion of cell c is given as nnP cc = , 

cRy  is the respondent mean is cell and is given as ∑
=

=
cRn

i
ic

cR

cR y
n

y
1

1
 

where icy  is the characteristic value of the ith respondent unit in cellc  cy , is the mean in cell c  and 

∑
=

=
nc

i
ic

c

c y
n

y
1

1
 

where, 





=
otherwise,0

respondsunitiththeifvaluei

ic

y
y  

Ry  is the respondent overall mean (unadjusted) and y  is the overall mean. The symbol N  represents population 

units.Y  represents mean, b  represent response rate and p  represents cell proportion. The suffix c  refers to 

adjustment cell and suffix R denotes restriction to respondents. 
 
3.1 Estimators 
 

Consider that the population N  has be classified into adjustment cells based on covariate information 
known for all units in the population we have c adjustment cells. Thus the following estimators are obvious for 
unadjusted and adjusted estimator through weighting.  
 
Estimator Mean Variance Bias M. S. E. 
Unadjusted 

cRcRR ypy ∑=  ( ) +=
R

R nyV
2σ  

( ) RRcRCR n2µµπ −∑  

( ) µµ −= RRyb  ( )Ryesm ...  

( ) ( )RR yVyb += 2  

Adjusted 
(Weighting) CRcRp yp∑=µ̂

 

( ) ( ) Rp nLV 21ˆ σµ +=  

( )∑
=

−+
C

i
RcRc

1

22µµπ  

( ) =pb µ̂  

( )∑ − ccRc µµπ  

esm .. ( )pµ̂  

( ) ( )pp Vb µµ ˆˆ2 +  

 
L  is the variance of the non-response weight or equivalently the square of coefficient variation noted by 

Kish (1992). 

Where 2
σ  is the population variance and is given as  

( ) NYY
c

c

cn

c
cic∑∑

= =
−=

1 1

2σ  

∑= cRc µπµ~  is the mean of the responding unit using weighting adjustment. 

cRcRy µ=  is the mean of the responding unit in cell c . 

∑= cc µπµ  is the true population mean.π  is the response rate analogous to b . 

ccRcR nn=π  is the response rate in cell c . 
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4.0 Practical applications 
 

In this section we present an analytical justification of the efficacy of weighting adjustment over the 
unadjusted estimates using a real life data collected from 500 sampled units. The purpose is to obtain the average 
monthly income of these units.  These units were interviewed using Questionnaire Administration, 385 sampled 
individuals responds to a question on y (monthly income). A classification of respondent and non-respondent into 

three adjustment cells is done defined by the variable A: region (low, middle and high income earners). This pattern 
of cell classification is analogous to data categorization as done by Osungade (1989). Within each cell, the response 
rates were obtained and we estimate the respondent mean income. For the avoidance of sample weights, we assume 
that all individuals in the population have an equal chance of selection. 

 We also consider the choice of association with survey outcome intuitively our sampled population portray 
an appreciate degree of association with response propensity. 

 
Table 4.1: Summarized data 

 
  C = 1 C = 2 C  = 3 Total 

Total number in cell 230 150 120 500 

Number of respondent to 
characteristic (y) in cell c . 

202 115 68 385 

Number of non response  28 35 52 115 

Response rate 0.8783 0.7667 0.5667  

Mean income cRy (N’000) 15.8 35.4 68.2  

Total income 3,191.60 4,071.60 4,637.60  
 
 

As generally done in most data analysis, a simple estimate of the mean in the population is the respondent 
mean 89.30=Ry . The outcome of the survey shows that non response rate is higher in high income region ( 3=c ) 

than in low income region 3=c . These trends follow the notion as claimed by Krosnick (1989). However we may 

be inclined to view Ry  as an underestimates of the mean (Biased). To obtain an adjusted mean 32.34ˆ =pµ , that 

plausibly reduces the bias from restriction to the respondent sample. It should be realised that the same adjusted 
mean pµ̂  can be obtained by imputing the cell respondent for all non respondent in that cell.  For example by 

imputing 35.4 for the entire non respondent in cell 2. 
 
4.1 Variance of unadjusted estimates 

 
Table 4.2: Estimates of variance for unadjusted estimates. 

 
 
C 

cRπ  RcR µµ −
 

( cRcR µµπ −
 

( ) RRcRcR n2µµπ −  

C = 1 0.8783 15.09 199.996 0.5195 
C = 2 0.7667 4.51 15.59 0.0405 
C = 3 0.5667 37.3 788.44 2.0479 

 
( )

∑ =−
6079.2

R

RcR
cR n

µµπ  

Thus, ( ) 6079.22 += RR nyV σ  
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4.1 Variance of the adjusted mean. 
 

The estimator for variance of the adjusted estimates is given as ( ) ( ) ( )
∑

−++=
nn

LV RcR
c

R

p

22 ~
1ˆ

µµπσµ  

Table 4.3: Estimates of variance for adjusted estimate 
 

c  
cπ  RcR µµ ~−  ( )2~

RcRc µµπ −  ( ) RRcRc n2µµπ −  

c  = 1 0.46 -18.456 156.69 0.3134 
c  = 2 0.30 1.144 0.3926 0.0008 
c  = 3 0.24 33.944 276.53 0.5531 

 

( )
∑ =−

8673.0
~ 2

n
RcR

c

µµπ   and ( ) ( ) ( )
∑

−++=
nn

L
V RcR

c

R

p

µµπσµ
~1

ˆ
2

 
( )

8673.0
1 2

++=
Rn

L σ
 

Table 4.4: Estimates of L (Squared Coefficient of Variation) 
 

c  
cRp    ( )1−ccR wp  

c= 1 0.8783 0.8767 0.0152 0.0134 

c= 2 0.7667 1.0043 1.849 x 10-5 1.41 x 10-5 

c= 3 0.5667 1.3588 0.1288 0.00730 

 
Since ( )1−= icR wpL  so we have 0864.0=L  

In particular the estimates of ( )pV µ̂  would be ( ) 8673.0864.1ˆ
2

+=
R

p n
V

σµ , 12 <<σ ,  Thus by comparing ( )RyV  and 

( )pV µ̂  we have ( ) ( )Rp yVV <µ̂ . 

 
4.3 Estimates of the Bias 
 

Similarly, for the Bias of unadjusted estimates we have, ( ) ( )ccRcPb µµπµ −=∑ˆ .  This can be written in 

terms of ( )Pb µ̂  as ( ) ( ) adjbyb RRPR 1
ˆ µµµ −+= where AdjR,µ  the respondent mean adjusted and can be written as 

∑= cRcAdjR µπµ . .  Let cµ  the mean of py  in cell c  be represented as cθ  i.e. cc θµ = . cRµ  is as defined in our 

notation. We have 
Table 4.4 

 
c  

Cπ  CCR µµ  ( )RCRC µµπ −  

c=1 0.46 
18.15 θ−  ( )18.1546.0 θ−  

c=2 0.30 
24.35 θ−  ( )24.3530.0 θ−  

c=3 0.24 
32.68 θ−  ( )32.6824.0 θ−  

 
( ) ( ) ( ) ( )321 2.6824.04.3530.08.1546.0ˆ θθθµ −+−+−=Pb

321 24.0368.1630.062.1046.0268.7 θθθ −+−+−=  

( ) 321 24.030.046.0256.34ˆ θθθµ −−−=Pb  

From the table below it can be seen 256.34.. =AdjRµ .  In addition the following table are obvious, 

 
c  

cπ  cRµ  cRc µπ  

c=1 0.46 15.8 7.268 
c=2 0.30 35.4 10.62 
c=3 0.24 68.2 16.368 

 

cw 1−cw
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Following a simple comparison of Bias 
( ) ( )PR byb µ̂−  is positive.  Since 256.34

,., −=− RAdjRR µµµ  and .,AdjRR µµ >  

Consequently, in the light of the above results of variances and bias and following an ordering properly of real 
numberℜ , thus 

( ) ( )RP yesmesm ..ˆ.. <µ  

 
5.0 Conclusion 
 

The analysis indicates the reduction in both variance and bias of the weighted estimates as compared with 
the unadjusted estimates for the mean income. Thus, the argument that weighting increases variance is an 
oversimplification (if the stratifying variables are associated with the outcome variable).  The analysis further 
reveals that the most important feature for inclusion in Weighting Adjustment is that they are predictive of the 
survey outcomes; prediction of the propensity to respond is a secondary (though useful) goal. In actual fact, the 
situation when Weighting Adjustment is most effective is when it reduces both variances and the bias. 
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