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Abstract 
 

In this paper, we considered the variational iteration decomposition method 

(VIDM) for solving boundary value problems of the seventh order.  The 

VIDM is an elegant combination of the variation iteration method and the A 

domain decomposition method. The approximate solution of the problem is 

obtained in terms of rapidly convergent series. Several numerical examples 

are given to verify the reliability and efficiency of the proposed Method. All 

computations are implemented using maple18 software. 
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1.0 Introduction 

Consider the generals eventh-order boundary value problems (BVPs) of the type: 

𝑢(7)(𝑥) = 𝑟(𝑥)𝑦(𝑥) + 𝑓(𝑥),                                                                      (1 )  

With boundary conditions 

𝑢(𝑎) = 𝐾1 , 𝑢𝚤(𝑎) = 𝑘2 ,𝑢𝚤𝚤(𝑎) = 𝑘3 ,𝑢𝚤𝚤𝑖(𝑎) = 𝑘4,  

𝑢(𝑏) = 𝐿1, 𝑢𝚤(𝑏) = 𝐿2, 𝑢𝚤𝚤(𝑏) = 𝐿3 .  

Here𝑟(𝑥)𝑎𝑛𝑑𝑓(𝑥) are continuous functions.This type of problems are relevant in the mathematical modeling of real 

life situations such as viscoelastic flow, heat transfer, and in other fields of engineering sciences. Over the years, 

several numerical techniques have been developed for solving problems of this kind. Between the year 2008 and 

2010, Noor and Mohyud-Din [1-2] developed and implemented the homotopy perturbation method and the 

variational iteration method for solving fifth-order and other higher-order boundary value problems. Recently, 

Njoseh and Mamadu [3] proposed a generalized method to this problem called the power series approximation 

method (PSAM). Also, the method of tau and tau-collocation approximation method was excessively used by 

Mamadu and Njoseh [4] for the solution of first and second ordinary differential equations. Caglar et. al. [5] also 

seek the numerical solution of fifth order boundary value problem with sixth degree B-spline. Also, the method of 

Adomian decomposition method [6-7] for solving the linear and nonlinear cases of this problems. Similarly, Islam 

et. al. [8] used the differential transform method (DTM) for twelfth order boundary value problem.  

In this paper, the variational iteration decomposition method is implemented to solve linear and nonlinear boundary 

value of the seventh order. The method co-joined the variational iteration method and the Adomian decomposition 

method. In this method, the correction functional is corrected for the BVP, and the Lagrange multiplier is computed 

optimally via the variational theory. For nonlinear BVPs, the A 41omain polynomials are constructed using the 

algorithms found in [6-7] and are substituted in the correction formula. Thereafter, the components 𝑢𝑛(𝑥), 𝑛 ≥ 0, are 

computed recursively. Finally, the solution is given in an infinite series usually converging to an accurate solution. 

The method is practically explicit as it requires no perturbation, discretization or linearization.  

 

2.0 Variational Iteration Method 

To illustrate the basic concept of the technique, we consider the following general differential equation 

𝐿𝑢 + 𝑁𝑢 = 𝑔(𝑥),                 
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where𝐿 is a linear operator, 𝑁a nonlinear operator and 𝑔(𝑥)  is the inhomogeneous term According to variational 

iteration method, we can construct a correct functional as follows 

𝑢𝑛+1 = 𝑢𝑛(𝑥) + ∫ 𝜆(𝐿𝑢𝑛(𝑡) + 𝑁𝑢𝑛(𝑡)̃ − 𝑔(𝑡))𝑑𝑡
𝑥

0
,                                                 (3 )  

where𝜆 is a Lagrange multiplier, which can be identified optimally via variational iteration method. The subscripts𝑛 

denote the nth approximation, 𝑢�̃�is considered as a restricted variation. i.e,𝑢�̃�= 0. The relation (3) is called as a 

correction functional. The solution of the linear problems can be solved in a single iteration step due to the exact 

identification of the Lagrange multiplier. The principles of variational iteration method and its applicability for 

various kinds of differential equations are given. 

 

3.0  Adomian Decomposition Method 

Consider the differential equation 

𝐿𝑢 + 𝑅𝑢 + 𝑁𝑢 = 𝑔,                                                                                      (4 )  

where𝐿  is the highest-order derivative which is assumed to be invertible,𝑅 is a linear differential operator 

and𝑁𝑢is the nonlinear term. Applying the inverse operator 𝐿−1 to both sides and using the given conditions, we 

obtain 

𝑢 = 𝑓 − 𝐿−1(𝑅𝑢) − 𝐿−1(𝑁𝑢),                                                                           (5 )  

where the function 𝑓  represents the terms arising from integrating the source term g and by using the given 

conditions. Adomian decomposition method defines the solution 𝑢(𝑥) by the series 

𝑢(𝑥) = ∑ 𝑢𝑛(𝑥)∞
𝑛=0 ,                                                                                      (6 )  

where the components 𝑢𝑛(𝑥) are usually determined recurrently by using the relation 

𝑢0 =  𝑓,  

𝑢𝑘+1 =  𝑓 − 𝐿−1(𝑅𝑢𝑘) − 𝐿−1(𝑁𝑢𝑘)(7 )  

The nonlinear 𝑁(𝑢) operator can be decomposed into an infinite series of polynomials given by 

𝑁(𝑢) = ∑ 𝐴𝑛
∞
𝑛=0 ,                                                                                         (8 )  

where the so-called Adomian polynomials that can be generated for various classes of nonlinearities according to the 

specific algorithm developed in which yields 

𝐴𝑛 = (
1

𝑛!
) (

𝑑𝑛

𝑑𝜆𝑛) 𝑁(∑ 𝜆𝑖𝑢𝑖
𝑛
𝑖=𝑜 ), 𝑛 = 0,1,2,3 …                (9 )  

 

4.0  Variational Iteration Decomposition Method (VIDM) 

To illustrate the basic concept of the variational iteration decomposition method, we consider the general differential 

equation (1). According to variational iteration method, we can construct a correct functional (2). We define the 

solution by the series 

𝑢(𝑥) = ∑ 𝑢𝑖∞
𝑛=0 (𝑥),                                                                                    (10)  

and  the  nonl inear  te rm  

𝑁(𝑢) = ∑ 𝐴𝑛(𝑢0, 𝑢1, 𝑢2 … 𝑢𝑖)
∞
𝑛=0 ,                                                                     (11)  

Where 𝐴𝑛the so-called Adomian polynomials can be generated for all type of nonlinearities according to the 

algorithm developed in which we yields the following 

𝐴𝑛 = (
1

𝑛!
) (

𝑑𝑛

𝑑𝜆𝑛) [∑ 𝑁(𝑢(𝜆))∞
𝑛=0 ]𝜆=0 = 0.                                                                                       (12) 

Hence, we obtain the following iterative scheme for finding the approximate solution 

𝑢𝑛+1 = 𝑢𝑛(𝑥) + ∫ 𝜆(𝐿𝑢𝑛(𝑡) + ∑ 𝐴𝑛
∞
𝑛=0 − 𝑔(𝑡))𝑑𝑡 

𝑥

0
.  

This method is called as the variational iteration decomposition method (VIDM) and may be viewed as an important 

and significant improvement as compared with other similar methods. 

 

Numerical Applications 

Example 5.1: The following seventh order nonlinear boundary value problem is considered 

𝑢(7)(𝑥) = 𝑒−𝑥 𝑢2(𝑥), 0 < 𝑥 < 1, 0 ≤ 𝑥 ≤ 1,     `       (13) 

𝑢(0) = 𝑢′(0) = 𝑢′′(0) = 𝑢′′′(0) = 1,𝑢(1) = 𝑢′(1) = 𝑢′′(1) = 𝑒,            (14) 

With exact solution 𝑢(𝑥) = 𝑒𝑥 

The correct functional for the boundary value problem (13) and (14) is given as  

𝑢𝑛+1(𝑥) = 𝑢𝑛(𝑥) + ∫ 𝜆(𝑡) (
𝑑7𝑢𝑛

𝑑𝑡7 − 𝑒−𝑡𝑢𝑛
2(𝑡))

𝑥

0
𝑑𝑡. 

Making the functional stationary using,𝜆(𝑡) = (−1)7 (𝑡−𝑥)6

6!
  as the Lagrange multiplier we get the following 

iterative method or formula 

𝑢𝑛+1(𝑥) = 𝑢𝑛(𝑥) + ∫ (−1)7 (𝑡−𝑥)6

6!
(

𝑑7𝑢𝑛

𝑑𝑡7 − 𝑒−𝑡𝑢𝑛
2(𝑡))

𝑥

0
𝑑𝑡,  
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𝑢𝑛+1(𝑥) = 1 + 𝑥 +
𝑥2

2
+

𝑥3

6
+ 𝐴𝑥4 + 𝐵𝑥5 + 𝐶𝑥6 + ∫ (−1)7 (𝑡−𝑥)6

6!

𝑥

0
(

𝑑7𝑢𝑛

𝑑𝑡7 − 𝑒−𝑡 ∑ 𝐴𝑛
∞
𝑛=0 ) 𝑑𝑡,  

Where A, B, and C are constants to be obtained later. 

Where, 𝐴𝑛 are adomian polynomials for non linear operator N(y) =  𝑢0
2(𝑥) and can be generated for all types of non 

linearity according to the algorithm which yields the following  

𝐴0 = 𝑢0
2(𝑥),𝐴1 = 2𝑢0(𝑥)𝑢1(𝑥),  𝐴2 = 2𝑢2(𝑥)𝑢0(𝑥) +

𝑢1
2

2
. 

Hence we obtain  

𝑢0 = 1 + 𝑥 +
1

2
𝑥2 +

1

6
𝑥3 + 𝐴𝑥4 + 𝐵𝑥5 + 𝐶𝑥6, 

𝑢1 =
𝑥7

5040
+

𝑥8

40320
+

𝑥9

362880
+

𝑥10

3628800
+ (

−1

39916800
+

𝐴

831600
) 𝑥11 + (

−1

479001600
+

𝐵

1995840
) 𝑥12 + 𝑂(𝑥)13. 

Using the boundary condition, the values of the unknown constants can be determined as follows 

A = 0.041666667529862395, B = 0.008333331197193119, and C = 0.001388890268167299. 

Finally the series solution is 

1 + 𝑥 + (0.5)𝑥2 + 0.16667𝑥3 + 0.0416667𝑥4 + 0.00833333𝑥5 + 0.000138889𝑥6 + 0.000198413𝑥7

+ 0.0000248016𝑥8 + (2.75573 × 10−6)𝑥9 + (2.75573 × 10−7)𝑥10 + (2.50521 × 10−8)𝑥11

+ (2.08768 × 10−9)𝑥12 + 𝑂(𝑥)13 
 

Example 5.2: Consider the following seventh order linear boundary value problem 

𝑢(7)(𝑥) = −𝑢(𝑥) − 𝑒𝑥 (35 + 12𝑥 + 2𝑥2), 0 ≤ 𝑥 ≤ 1, (15) 

𝑢(0) = 0, 𝑢′(0) = 1, 𝑢′′(0) = 0, 𝑢′′′(0) = −3, 

𝑢(1) = 𝑒, 𝑢′(1) = −4𝑒, 𝑢′′(1) = −3.(16) 

The exact solution of the example is 𝑢(𝑥) = 𝑥(1 − 𝑥)𝑒𝑥 

The correct functional for the boundary value problem 

𝑢𝑛+1(𝑥) = 𝑢𝑛(𝑥) + ∫ 𝜆(𝑡) (
𝑑7𝑢𝑛

𝑑𝑡7 − 𝑢𝑛(𝑡) + 𝑒𝑡(35 + 12𝑡 + 2𝑡2)) 𝑑𝑡
𝑥

0
.  

Making the correct functional stationary, we get 

𝑢𝑛+1(𝑥) = 𝑢0(𝑥) + ∫ (−1)7 (𝑡−𝑥)6

6!
(

𝑑7𝑢𝑛

𝑑𝑡7 − 𝑢𝑛(𝑡) + 𝑒𝑡(35 + 12𝑡 + 2𝑡2))
𝑥

0
𝑑𝑡. 

𝑢𝑛+1(𝑥) = 𝑥 −
𝑥3

2
+ 𝐴𝑥4 + 𝐵𝑥5 + 𝐶𝑥6 + ∫ (−1)7 (𝑡−𝑥)6

6!
(

𝑑7𝑢𝑛

𝑑𝑡7 − ∑ 𝐴𝑛
∞
𝑛=0 + 𝑒𝑡(35 + 12𝑡 + 2𝑡2))

𝑥

0
dt. 

Where 𝐴𝑛 are Adomian polynomials. Hence we obtain  

𝑢0 = 𝑥 −
𝑥3

2
+ 𝐴𝑥4 + 𝐵𝑥5 + 𝐶𝑥6,  

𝑢1(𝑥) =
𝑥7

144
+

𝑥8

840
+

𝑥9

5760
+

𝑥10

45360
+ (

−107

39916800
−

𝐴

1663200
) 𝑥11 + (

−1

3548160
−

𝐵

3991680
) 𝑥12 + 𝑂(𝑥)13,  

Where A, B and C are unknown, which will be determined later 

Using the first two approximations, we obtain the series  

𝑢0 = 𝑥 −
𝑥3

2
+ 𝐴𝑥4 + 𝐵𝑥5 + 𝐶𝑥6 −

𝑥7

144
−

𝑥8

840
−

𝑥9

5760
−

𝑥10

45360
+ (

−107

39916800
−

𝐴

1663200
) 𝑥11 + (

−1

3548160
−

𝐵

3991680
) 𝑥12 + 𝑂(𝑥)13.  

Using the boundary condition, the value of the unknown constants can be determined as follows 

A = -0.3333333170467781, B = -0.12500003614813987 and C = -0.03333331303032349 

Finally, the series solution is  

𝑢(𝑥) = 𝑥 − (0.5)𝑥3 + 0.333333𝑥4 − 0.125𝑥5 − 0.0333333𝑥6 − 0.00694444𝑥7 − 0.00119048𝑥8 −
0.000173611𝑥9 − 0.0000220459𝑥10 − (2.48016 × 10−6)𝑥11 − (2.50521 × 10−7)𝑥12 + 𝑂(𝑥)13.  

 

5. Conclusion 

In this paper, variational iteration Decomposition method has been applied to obtain the numerical solutions of 

linear and nonlinear seventh order boundary value problems. The method solves nonlinear problems using (VIDM). 

The method gives rapidly converging series solutions in both linear and nonlinear cases. The numerical results 

revealed that the present method is a powerful mathematical tool for the solution of seventh order boundary value 

problems.  
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Table 1. Comparison of numerical result for example 5.2 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 2.Comparison of numerical result for example 5.1 
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x Exact solution Approximate solution Error 

0.0 0.0000000 0.0000000 0.0000e+00 

0.1 0.0994654 0.0994654 5.0000e-11 

0.2 0.1954244 0.1954244 6.0000e-10 

0.3 0.2834703 0.2834704 2.7000e-09 

0.4 0.3580379 0.3580379 8.7000e-09 

0.5 0.4121803 0.4121803 2.1600e-08 

0.6 0.4373085 0.4373086 4.6100e-08 

0.7 0.4228881 0.4228882 8.7800e-08 

0.8 0.3560865 0.3560867 1.5540e-07 

0.9 0.2213643 0.2213645 2.6230e-07 

1.0 0.0000000 0.0000000 4.3242e-07 

x Exact solution Approximate solution Error 

0.0     1.0000000       1.0000000 0.0000e+00 

0.1     1.1051709       1.1051709 0.0000e+00 

0.2     1.2214028       1.2214028 1.0000e-09 

0.3    1.3498588      1.3498588 0.0000e+00 

0.4    1.4918247      1.4918247 0.0000e+00 

0.5    1.6487213      1.6487213 0.0000e+00 

0.6    1.8221188      1.8221188 1.0000e-09 

0.7    2.0137527      2.0137527 2.0000e-09 

0.8    2.2255409      2.2255409 3.0000e-09 

0.9    2.4596031      2.4596031 6.0000e-09 

1.0    2.7182818      2.7182818 1.0000e-08 
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