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Abstract 
 

The diversities of no-reference and full-reference objective image quality 

assessments are expressed in their presentation and focus. Uncontrolled 

variation is a major challenge associated with the accessibility and non-

availability of reference images. In this paper, the convergence of two 

objective image quality assessments, power spectral and structural similarity 

image metric (SSIM), which are examples of a no-reference and full- 

reference objective image quality assessments, respectively have been 

investigated. We analyzed the diverse focus of the two models and examined 

the sharpness and contrast. Power spectrum was analyzed by varying the 

illumination constant c from 1 to 5 while SSIM was applied to each variation 

in order to actualize the frequency. The result shows that contrast 

illumination remains the convergent point of the two models and their 

combination proves a better alternative for effective image quality 

assessment. 
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1.0     Introduction 
Image quality plays an important role in various applications and the primary goal is to supply the quality metrics that can 

predict perceived image quality automatically. Assessing quality level in image is important for image computing and video 

processing applications[1, 2].Image quality assessment would continue to be a focus of research for several reasons. 

Assessing quality is important for scientific visualization, gaming and movie industries, medical imaging, mobile video; and 

more importantly for computer aided designs[3].Digital images are exposed to a numerous varieties of alterations which 

occur during acquisition, processing, compression, storage, transmission and reproduction[4, 5]. Images are obtained by 

camera devices that may introduce distortions due to sensor noise, color calibration, exposure control, camera motion etc. [6]. 

Images may further go through many stages of processing before being presented to human observer and each stage of 

processing may introduce distortions that could affect the quality of the final display. Compression techniques, which reduce 

bandwidth requirements for storage and transmission, also allow certain signal distortions [7]. 

Images are usually affected by some basic nuisances expressed in illumination variations and distance from camera; pose 

invariance, time delay, occlusions and facial corruption or disguise like makeup, beard, and glasses [8-11]. A degradation of 

image quality also occurs during quantization process of lossy compression technique. Similarly, bit errors which occur 

during image transmission over a channel or when it is stored, also tend to introduce distortions.  

Other major challenges are unconstraint illumination and pose invariance quality assessment [12-16].  In situations where 

little information are given about the source target, illumination transfer could pose more challenges [17, 18].  It affects the 

appearance of an object in numerous ways, and the resulting variation in appearance constitute a major source of difficulty 

for designing many image-based applications [19]. Generally, humans represent images under radically different illumination 

conditions. However, recognition of images is sensitive to illumination direction [20]. Research has shown that the most 

common image representations such as edge maps or Gabor-filtered images are not capable of overcoming illumination 

changes [21-23]. Quality assessment metric is therefore important in order to determine the level of distortions[24, 25].  
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Several techniques have been proposed for image quality assessment. Many of these techniques were based on either 

objective no-reference, full reference or reduce reference[26, 27]. Studies on no-reference include image assessment by 

training General Regression Neural Network (GRNN) to access a range of distortion types, Logarithmic Total Variation 

(LTV) by transferring illumination from a source image to a target image, assessment of visual quality of Depth-Image-Based 

Rendering (DIBR) related distortions, algorithms for JPEG compression of images and power spectra [2, 17, 28, 29]. 

Reduced-reference (RR) possesses some information regarding the reference image, for example, in watermark, which are 

not actual reference image itself, apart from the distorted image.  A wavelet packet analysis for rotation and scale invariant is 

an example of this assessment [30, 31].  

Full-reference has been used in diverse ways for assessment. Some full reference models include Practical Image Quality 

Index, NPID (Normalized Perceptual Information Distance), MS-SSIM (Multi Scale Structural Similarity Index Measure), 

Content Partitioned Structural Similarity Index, FSIM (Feature Based Structural Similarity Index), MAD (Most Apparent 

Distortion), and SSIM (Structural Similarity Index Measure) [32-37]. SSIM and power spectra remain the most popular of 

the FR and NR, respectively; but no studies have examined and analyzed their common point. However, comparison have 

been made between the two well-known objective IQA models, the peak-signal-to-noise ratio (PSNR) and structural 

similarity index measure (SSIM) [38]. 

Motivated by the foregoing, we examined, compared and analyzed in this paper, the meeting point between power spectrum 

and SSIM in accessing image quality and argue that though they are no-reference and full-reference objective IQA models 

respectively.  We also argued that a convergent point exist between the two objective image assessment techniques. 

Analysing and understanding image inputsacross their various length-scales of variation provides a natural framework for the 

analysis of data with spatial coherence because the spectral in itself provides an appropriate domain for parameter 

optimization, as the frequency basis captures typical filter structure well [39].We examine the sharpness, tone reproduction 

and contrast. Power spectrum was analyzed by varying the illumination constant c from 1 to 5 while SSIM was applied to 

each variation in order to actualize the frequency effect on the variations. Illumination measurement was perceived to be an 

optimization of the efficiency of power spectrum. 

 

2.0 Image Quality Assessment(IQA) Models 
The two main image quality assessment models are the subjective and the objective IQA. The subjective assessment 

offersprecise and authentic way of assessing visual qualitywhen dealing with bulky number of subjects. An obvious problem 

that arises is that assessment criterion may vary from person to person. In subjective quality measure, the distorted image 

quality is specified by the Mean Opinion Score (MOS) which is the result of perception based on subjective evaluation.The 

MOS is generated by averaging the result of a set of standard subjective tests and it serves as an indicator of the perceived 

image quality[40, 41]. Nevertheless,literature has revealed that subjective assessment is costly, cumbersome, and 

inappropriate for in-service and real-time applications[42-44].Furthermore, the environment and the mood of the subjects 

usually affect the subject assessment which may lead to reduced consistent results especially in situations where by the 

subject pool is not big enough[45]. Objective IQA was introduced to address these because it has far-flung 

applicationsandtherefore attracts attention of researchers. 

Objective quality assessment is represented withmathematical algorithms and models for image quality assessment that could 

analyze images and report their quality without human involvement[28]. These methods could eliminate the need for 

expensive subjective studies [6, 36, 46]. The objective quality measure plays variety of roles which include monitoring and 

controlling of image quality for quality control systems; benchmarking image processing systems; optimization of algorithms 

and parameters; better management of digital photos and evaluation ofphotographing skills by home users.Objective image 

quality measure could be classified according to the availability of the reference image, that is, reference or distortion-free 

image with which distorted image is to be compared[47]. These classifications are into three categories, full-reference (FR), 

no- reference (NR) and reduced- reference (RR)[48]. 

In full-reference,the reference image is assumed to be known with its inputimage compared with the distorted one. The 

quality of the distorted image is accessed by the reference image[49]. The most widely used full- reference image quality 

metrics are the mean square error (MSE) and peak to signal noise ratio (PSNR). MSE involves computing an error signal by 

subtracting the test signal from the reference, and then computing the average energy of the error signal. This metric has been 

frequently used in signal processing and is defined as  

MSE =  
1

MN 
∑ ∑ (x(i, j) − y(i, j))N

j=1
M
i=1

2  ,       (1) 

Where x(i, j) represents the reference image and y(i, j) represents the distorted image;M and N are the width and height[50]. 

On the other hand, PSNRis inversely proportional to the MSE and it is evaluated in decibels, defined as 

PSNR = 10 log10
L2

√MSE
,         (2) 

whereL is the dynamic range of the pixel values. It is assumed that higher PSNR value corresponds to a higher image quality 

and vice versa. The Structural Similarity Index Metrics (SSIM) is a full-reference image quality assessment metric which has  
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shown promising of better quality assessment than the inappropriate MSE and PSNR with reasonable computational 

complexity increase [43, 51-53]. 

However, no-reference, for example energy spectrum is a divergent to SSIM, having access only to the distorted image signal 

and the quality of the signal is being assessed without any knowledge of the reference image.  The algorithms detect specific 

types of distortion such as blurring, blocking, ringing, or various forms of noise [54]. It is a quality assessment of an image 

using an algorithm such that the only information that the algorithm receives and makes a prediction on quality is the 

distorted image whose quality is being assessed [29].In many practical applications where the reference image is not 

available, a no-reference quality assessment approach is desirable.Reduced-referencequality assessment algorithm uses the 

partial reference image information to assess the quality of the distorted image[29]. The reference image is only partially 

available, in the form of a set of extracted features made available as side information to help the quality evaluation of the 

distorted image. 

This study combines full-reference using SSIM and no-reference assessments, energy power spectrum in order to measure a 

convergent point of the divergent in assessments. Strength of the image variations and diverse variant quality were measured. 

The power spectral density (PSD) shows the strength of the variations as a function of frequency, while SSIM reveals its 

dimension of quality changes. The reference image was made available in SSIM and the distorted at different illuminations 

made accessible in power spectra.  

 

3.0 No-Reference (NF) and Full Reference (FR) Divergence  
No-reference (NF), for example, power spectradoes not require access to the original image/video but searches for artifacts 

with respect to the pixel domain of an image, utilizes information embedded in the bitstream of the related image/video 

format, or performs quality assessment as a hybrid of pixel-based and bitstream-based approaches[34, 55, 56].  NF is used in 

wireless communications and telecommunication systems to quantify service quality delivery to end uses. It is germane to 

real-time objective quality assessment where resources are limited such as frequency spectrum in wireless communications.  

In contrast, full-reference allows entire original image to be available as a reference. Accordingly, FR methods are based on 

comparing distortedimage with the original one [57, 58].The application scope of the metric includes image compression and, 

watermarking, etc.  Full reference could be based on mean squared error (MSE), structural similarity index (SSIM), multi-

scale structural similarity index (MS-SSIM), visual information fidelity (VIF), most apparent distortion (MAD),  feature 

similarity index (FSIM), Saliency Map Analysis, and structural similarity index(SSIM), etc.[43, 59, 60].A FR method like 

SSIM, displays this diversity by demonstrate strong dependencies and these dependencies carry useful information about the 

structure of a scene as opposed to no-reference and capable of measuring structural information changes which provides a 

good approximation of perceived image distortion examined in this paper. This paper examines and analyses the diversities 

of power spectra and SSIM by varying the illumination constant. 

A. Power Spectra 

Power spectrum is directly related to the autocorrelation of an image, which shows how closely related two points l(fx, fy) 

image are as a function of their distance  and orientation. To reduce redundancy as a valuable preprocessing strategy, an 

adequate model for the power spectrum of natural images is needed[61]. Research has shown that power spectrum of natural 

images dependson the spatial frequency,1 𝑓𝛼⁄ , where 𝛼 ~ 2[22, 62-64]. The mean power spectra using polar coordinates is 

given by 

𝐸[|𝐼 (𝑓, 𝜃)|2] ≅  𝐴𝑠(𝜃)/𝑓𝛼𝑠 (𝜃).   (3) 

The shape of the spectra is a function of its orientation. The function  𝐴𝑠(𝜃)  is the amplitude scaling factor of each 

orientation and 𝛼𝑠 (𝜃) is the frequency exponent as a function of orientation.  The image principal components (IPCs) 

decompose the image using 

𝑖(𝑥, 𝑦) =   ∑ 𝑢𝑛𝐼𝑃𝐶𝑛(𝑥, 𝑦) 

𝑝

𝑛=1

  ,                                                                                                                           (4) 

where  𝑖(𝑥, 𝑦) is the intensity distribution of the image along spatial variables x and y. 𝑃 ≤  𝑁2 is  the total number of IPCs 

and 𝑁2 =  2562 is the number of pixels of the image.  𝐼𝑃𝐶𝑛(𝑥, 𝑦) is the eigenvectors of the covariance matrix ᴛ = [ 𝛦(𝑖 −
𝑚)(𝑖 − 𝑚)ᴛ where i represents the pixels of the images rearranged in a column vector. 𝛦 is the expectation operator, 𝑚 =
𝛦 [𝑖]  and 𝑢𝑛  representthe mean of images and the coefficient for describing the image 𝑖(𝑥, 𝑦)  respectively[65]. Power 

spectrum is computed by taking the squared magnitude of its Discrete Fourier Transform (DFT) given as: 

Γ(𝑘𝑥 ,𝑘𝑦  ) =  
1

𝑁2
|𝐼(𝑘𝑥 , 𝑘𝑦)|

2
  ,                                                                                                                          (5) 

where 

I(𝑘𝑥 ,𝑘𝑦  ) =  
1

𝑁2
∑ ∑ 𝑖(𝑥, 𝑦)𝑁−1

𝑦=0
𝑁−1
𝑥=0 exp (−

𝑗2𝜋

𝑁
(𝑥𝑘𝑥 + 𝑦𝑘𝑥)),     (6) 

𝑓𝑥 = 𝑘𝑥 𝑁⁄  and 𝑓𝑦 = 𝑘𝑦 𝑁⁄  are discrete spatial frequencies. The power spectrum Γ(𝑘𝑥 ,𝑘𝑦  ), encodes the energy density for 

each spatial frequencies and orientations over the whole image. PCA applied to power spectra gives the main components  
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that take into account the structural variability between images. The power spectrum is normalized with respect to its 

variance for each spatial frequency 

Γ́(𝑘𝑥 ,𝑘𝑦  ) = Γ(𝑘𝑥 ,𝑘𝑦  ) 𝑠𝑡𝑑[Γ(𝑘𝑥 ,𝑘𝑦  )]⁄        (7) 

and standard deviation 

𝑠𝑡𝑑[Γ(𝑘𝑥 ,𝑘𝑦  )] =  √𝐸 [(Γ(𝑘𝑥 ,𝑘𝑦  ) − 𝐸 [Γ(𝑘𝑥 ,𝑘𝑦  )])
2

].     (8) 

This normalization compensates for shape difference 1 𝑓𝛼⁄  of the power spectrum [66]. The spectral principal components 

(SPCs) decompose the normalized power spectrum, resulting to 

Γ𝑠
̀ (𝑘𝑥 ,𝑘𝑦  ) = ∑ 𝑢𝑛𝑆𝑃𝐶𝑛(𝑘𝑥, 𝑘𝑦)

𝑝
𝑛=1  .      (9) 

The frequency spectrum 𝑓𝑠 and the power spectral density (PSD) are given in equation (10) and (11) respectively. 

 𝑓𝑠 = [−(𝑛
2⁄ ) + 1: 1: 𝑛 2]∗𝑑𝑓⁄          (10) 

𝑃𝑆𝐷 =  𝑓𝑠10∗ log 10(𝑝𝑥𝑓/ max 𝑝𝑥𝑓)       (11) 

B. Structural Similarity Index Measure (SSIM) 

SSIM is introduced for assessing quality of JPEG compressed image.The system uses a PNG format image as reference 

image which was converted to a JPEG format, a lossy compression technique. The JPEG image format was used as the 

compressed image. The two images are used for calculating SSIM index. SSIM Index was calculated for compressed images 

with different compression ratio. PSNR of the compressed images wasalso calculated.The SSIM algorithm assesses three 

quantities between two non-negative image signals x and y: the luminance l(x, y), contrast c(x, y), and structure s(x, y). Figure 

1 is a modification of SSIM model in [4, 43].Luminance is modeled as average pixel intensity, contrast by the variance 

between the reference and distorted image, and structure measured by the cross-correlation between the two images.In 

general, similarity measuresmust satisfy the following conditions: 

Symmetry: S(x, y) = S(y, x). When quantifying the similarity between two signals, exchanging the order of the input signals 

should not affect the resulting measurement. 

Boundedness: S(x, y) ≤1. An upper bound can serve as an indication of how close the two signals are to being perfectly 

identical. Other algorithms like signal-to noise ratio type of measurements are typically unbounded.  

Unique maximum: S(x, y) = 1 if and only if x = y. The perfect score is achieved only when the signals being compared are 

identical. In other words, the similarity measure would quantify any variations that may exist between the input signals[4]. 

 

 
Figure 1:Structural Similarity Index Metric (Modified from [4] and [43]). 

Let x represents the reference image sample, while y represent the lossy compressed image sample and there exist NxM array 

for simplicity. The system separates the task of similarity measurement into three components, which are luminance, contrast 

and structure as shown in figure 1.The first step is to measure the luminance of x and y, which is understood as the average 

luminance value of all pixels in an image and respectively indicated as μx and μy defined as  

μ
x

=
1

N
∑ xi

N−1
i=0    ;       μ

y
=  

1

N
∑ yi

N−1
i=0  .       (12) 

That is, it is a measure of the ratio of summation of luminance values for each pixel in the image to the total number of pixels 

in the image (N). The function for the comparison of the luminance l(x,y) is defined as 

l(x, y)  =
2μxμy+ C1

μx
2 + μy

2  +C1
.         (13)        

In (13), C1is given as (K1L) 2, with K1being an arbitrary constant (<<1) usually set to 0.01 and L is equal to the maximum 

possible pixel value of the image. If 8bits per pixel is used, L invariably becomes 28-1 which is 255.The average contrast of 

each reference image x and compressed image y is determined by calculating the standard deviations of the two images 

respectively indicated using the expression: 

σx = (
1

N−1
∑ (xi − μ

x
)2N−1

i=0 )
1/2

;   σy = (
1

N−1
∑ (yi − μ

y
)2N−1

i=0 )
1/2

    (14) 

The contrast is compared by: 

C(x, y)  =
σxσy+ C2

σx
2+σy

2+C2
  ,                       (15)    

C2 is a constant usually equal to (K2L)2, with K2<<1 and usually set to 0.03 [67]. The structure comparison function s(x,y) of 

the two image signals is calculated with  

S(x, y)  =
σxy+ C3

σxσy+C3
,         (16) 
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C3 = C2/2, and the SSIM is therefore a combination of x and y properties of the images 

σxy =
1

N−1
∑ (xi − μ

x
)(yi − μ

y
)N−1

i=0         (17) 

and it is gives as 

SSIM(x, y) =
(2μxμy+C1)(2σxy+C2)

(μx
2+μy

2+C1)(σx
2+σy

2+C2)
.        (18) 

C. The Convergence of Power Spectra and SSIM 

Different illuminations of the same images are used in assessing the image quality. Figure 2 shows the proposed convergence 

model for power spectrum density (PSD) at different illuminations and SSIM. The PSD depicts the autocorrelation function 

transformation, and provided an interpretation of this transform. Figure 2 consists of four stages: the luminance comparison, 

pre-processing, processing and output stages. The stages are elucidated as follows: 

Luminance Comparison: This stage simply starts the execution of the model by accepting two images as argument, with 

different illuminations. The difference in the illumination arises from the changes produced by the PSD transformation. The 

image database used to test our model is the well-known Lena image, which has been employed by many researchers in 

image processing. 

Pre-processing: This stage typically performs a variety of basic operations by measuring the gradient of image. The reference 

and distorted images are set to align with each other for proper processing. In another perspective, noise is also eliminated. 

The quality assessment metrics convert the digital pixel values stored in luminance values of pixels through point-wise 

nonlinear transformations. 

Processing: The salient features needed to compare the images are extracted with gradient measurement using the contrast 

sensitivity function (CSF). The CSF illustrates the sensitivity of the HVS to different spatial and temporal frequencies in the 

visual stimulus. Some of the image quality metrics are implemented using a linear filter which approximates the frequency 

response of the CSF. The contrast and structure of the images are later compared using structural similarity index (SSIM).  

Output: The output is a measure of the similarity between the two images based on SSIM. This is based on the idea that the 

human visual system is highly adapted to process structural information and using the changes in the information between the 

reference and distorted image to give the final result[68]. 

 

 
 

 

 

 

 

4.0 Experimental Results 
This section presents the detailed simulations, simulation environments and the simulated result of both schemes. Section 4.1, 

4.2 and 4.3explained the simulation results of power spectrum, SSIM and their convergence respectively.  

A. Power Spectrum 

Illumination was done on the input image with principal component analysis (PCA) and power spectra used to measure the 

quality. This generated results for power and frequency spectra with equivalent power spectral density. 

 

 

 

Transactions of the Nigerian Association of Mathematical Physics Volume 3, (January, 2017), 177 – 188 

PSD Ref erence image PSD Distorted image at C: 1 - 5

 

   
(d) (e) (f)

C:3  Image size:34561(byte) PSD: 3.5928e+15 C:4  Image size:27144(byte) PSD: 3.9984e+15 C:5  Image size:22351(byte) PSD: 4.2453e+15

   
(a) (b) (c)

Original Image  Image size:82741(byte) C:1  Image Size:27065(byte) PSD: 6.5947e+14 C:2  Image Size:38533(byte) PSD: 2.4959e+15

Load Image Load Image

Gradient measurement

 

   
(d) (e) (f)

C:3  Image size:34561(byte) PSD: 3.5928e+15 C:4  Image size:27144(byte) PSD: 3.9984e+15 C:5  Image size:22351(byte) PSD: 4.2453e+15

   
(a) (b) (c)

Original Image  Image size:82741(byte) C:1  Image Size:27065(byte) PSD: 6.5947e+14 C:2  Image Size:38533(byte) PSD: 2.4959e+15

Contrast Comparison

Structural Comparison

Similarity measure

Luminance 

Comparison

Pre-processing

Processing

Output

 

   
(d) (e) (f)

C:3  Image size:34561(byte) PSD: 3.5928e+15 C:4  Image size:27144(byte) PSD: 3.9984e+15 C:5  Image size:22351(byte) PSD: 4.2453e+15

   
(a) (b) (c)

Original Image  Image size:82741(byte) C:1  Image Size:27065(byte) PSD: 6.5947e+14 C:2  Image Size:38533(byte) PSD: 2.4959e+15

 

(a) (b) (c)

(d) (e) (f)

Figure 2: The Proposed Convergent Model for Power 

Spectra and SSIM 
Figure 3: Illumination at different level of intensities. (a) is 

the original image; (b) is the illuminated image at constant, c 

=1; (c) is the illuminated at c =2; (d) is the illuminated c =3; 

(e) is the illuminated at c =3;  and (f) is the illuminated at c =5. 
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Figure 3 shows the power spectrum density image based on the illumination ci(i = 1, 2, …5). The result shows that the higher 

the value of c, the more the intensity of the image produced. Figure 4 shows the power spectrum results for each variation in 

figure 3.  

Table 1: Image Diffusion Capacity 

Lena Image         

(Kb) 

Power Spectrum Frequency Spectrum Power Spectrum Density 

(Hz)e+15 

82.7 Normal Spectrum Normal INF 

27.1 Diffused Rough 0.66  

38.5 Very Diffused Very Rough 2.5 

34.6 More diffused More Rough 3.6 

27.1 

22.4 

Further Diffused 

Further diffused than the 

previous image at 22kb 

Further Rough 

Further rough than the previous  

image 

4.0 

4.2 

 

Table 1 presents the Lena image diffusion capacity at different compression levels. Table 1 shows the effects on the power 

spectra, frequency and PSD for varying image illumination constant. The simulated results in table 1 showed that the smaller 

the image size, the higher the PSD. The resulting PSD quality measure for each image 1, 2and 3 are 0.8, 0.6 and 0.5 (Hz), 

which confirms that high quality depicts better PSD. Table 1 also shows that the more the image is further processed, the 

higher the power spectrum density and the power spectrum becomes more diffussed as the image size reduces.  

In addition, the frequency spectrum becomes more rough when the image is further processed. In figure 4, an increase in the 

image intensity lowers the image size, leading to increase in power spectrum density. However, exception occurs when c is 1 

where there exist a significant variation in the image size in figure 4 (a) and power spectrum density as compared with the 

trend when c is greater the 1. In terms of the power spectrum at c = 3, figures 3 shows more power compared to others. 

B. SSIM 

The first experiment was conducted using a single image with different compression ratio. The resolution of the reference 

image used was 716×550. Figure 5 shows the original image and the compressed images used for the experiment. The SSIM 

Index and PSNR for all the compressed images were calculated. Table 2 shows the SSIM and PSNR values for each of the 

compressed image samples. Asudden decrease in the value of PSNR was found after certain compression levels; whereas 

SSIM index indicates a better degradation of image quality. The sudden decrease in PSNR is because it is a measure of 

average error which is not consistent as the compression ratio increases. In Figure 5, a diversity of SSIM behavior with 

cameraman image is shown. 

C. The Convergence Results 

Figure 7 and 8 show the power spectrum density and the frequency spectrum for different bytes. The size of each variation 

was measure which in figure 9 compares the contrast of the images. In order to compare the image intensities with the 

original image, the four techniques were analyzed, namely, power spectra, SSIM, PSNR, and MSE. In MSE, when x (i, j) = y  
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(c) (d) (e)
 (d) (e) (f)

(a) (b) (c)

Figure 4: Power spectrum. Reference image, (a), (b), 

(c), (d), and  are power spectra at c=1, 2, 3, 4, and 5 

respectively. 

Figure 5: SSIM Diversity with Camera Image. Original image 

was extracted from [69] (a) Original with SSIM = 1, PSNR = 

INF, MSE = 0; (b) SSIM = 0.93, PSNR = 18.40, MSE = 

947.48; (c) SSIM = 0.81, PSNR = 19.09, MSE = 808.08; (d) 

SSIM = 0.77, PSNR =20.59, MSE = 572.38;(e) SSIM = 0.72, 

PSNR = 22.42, MSE = 375.15; (f) SSIM = 0.42, PSNR = 

15.76, MSE = 1741.52. 
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(i, j), then the images differences tends to zero; implying that pixel-by-pixel matching of the images becomes perfect. 

However, if MSE is small enough, this corresponds to a high quality decompressed image. MSE therefore increases as the 

compression ratio increases.It is important to note that a value of 0 for MSE indicates perfect similarity which simply means 

that a value greater than one implies less similarity and will continue to grow as the average difference between pixel 

intensity increases. However, largerdifferences between pixel intensities do not necessarily indicates that the contents of the 

image are significantly different as shown in figure 10. 

Table 2 shows the relationship the high range of power spectra could not be displayed in figure 10. Figure 10 reflects that as 

the image was further processed and the image size reduces, only MSE increases.To resolve some of the challenges of MSE 

for image comparison, PSNR was used which take the value derived from MSE in computing the final result. Also, it is 

important to note that the higher the PSNR the closer the distorted image is to the original. This simply indicates a higher 

PSNR value should correlate with a higher quality image. However, the experimental outcome does not always reflect the 

case.SSIM was used for image comparison and later used to compare with the other two image comparisons. At high level, 

SSIM tends to measure the change in luminance, contrast and structure in an image. 
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Figure 7: Power Spectrum Density of Lena Image for 

different image intensities (a)Reference with  82741 bytes; 

(b) 27065 bytes; (c) 38533 bytes (d) 34561 bytes (e) 27144 

bytes; (f) 22351 bytes. 

 

Reference (a) (b)

(c) (d) (e)

Figure 8: Frequency Spectrum of Lena Image. Reference 

is 82741 bytes; (a) Variation at c+1; 27065 bytes; (b) 

38533 bytes (c) 34561 bytes (d) 27144 bytes; (e) 22351 

bytes. 

 

Figure 9: Image Intensity Comparisons. Reference 

image was extracted from [70] 
Figure 10: Quality Assessment using MSE, SSIM, and 

PSNR 
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Table 2: The Assessment of four Quality Measures 

Image Size (Byte) PSD    SSIM PSNR MSE 

82741 1.0320e+15 1 INF 0 

27065 6.5947e+14 0.89 18.90 18.90 

38533 2.4959e+15 0.80 11.24 4930.98 

34561 3.5928e+15 0.56 7.32 12147.09 

27144 3.9984e+15 0.50 6.33 15272.21 

22351 4.2453e+15 0.47 5.74 17492.48 

The resulting power spectral density quality measure for figure 7a, b, c, d, e are 0.65, 2.50, 3.59, 4.00 and 4.24 e+15 (Hz), 

which indicates that the better the quality of the image the higher and better its power spectral density.The frequency 

spectrum becomes rough as the quality of the image depreciated.The observation of the ring pattern in the power spectrum 

which indicates poor image quality and hence a more diffused power spectrum. As structural similarity index approaches1, 

the quality of the image is close to the original image.  

 

5.0 Conclusion  
In this paper, a meeting point for power spectrum and SSIM in image quality assessment was examined and analyzed. The 

results and analysis showed that SSIM is more efficient as it is more consistent with human eye observation. The 

boundedness property of Structural Similarity Index (S(x,y) ≤1), which serves as an indication of how close the two image 

signals are also enhance the effectiveness of SSIM in assessing image quality. Therefore, SSIM could be a useful toolfor 

better assessment and would be an effective alternate. Furthermore, SSIM simulated results indicated that MSE and PSNR 

are very simple, easy to implement and with low computational complexities. However, the results from these metrics are in 

close agreement with human judgments. These results gives further credence to lack of consistency with subjective human 

evaluation associated with MSE and PSNR. The experimental results clearly show that the combination of power spectra and 

SSIM would prove more effective and efficient in image quality assessment. It work accurately and can measure quality 

across distortion types when compared with MSE and PSNR. The simulated results for power spectrum showed that the 

better the quality of the image the clearer and understandable the frequency spectrum. 
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